
0 Technical Report C86-05

March 1986

N D~ ILL GV

I 
. "

I •Center Staff

I

"I DTIC
* ELECTE
SOOT.3 DI W

1 SPONSORED BY:
3 DEFENSE ADVANCED RESEARCH PROJECTS AGENCY

Center for Seismic Studies
1300 N. 17th Street, Suite 1480
Arklington, Virginia 2209-3871

Telephone:(703) 276.7900



UnclassifiedI SECURITY CLASSIFICATION UF THIS PAGE
Form App~roved

REPOT DCUMETATON PGE0MB No. 0704-0186REPORT~~~ Exp.ETAtO PAE ate: Jun 30,1.956

U 1.. REPORT SECURITY CLASSIFICATION 1b. RESTRICTIVE MARKINGS
Unclassif ied_______________________

2 a SECURITY CLASSIFICATION AUTHIORITY 3. DISTRIBUTION !AVAILABILITY OF REPORT

2b DECLASSIFICATION IDOWNGRADING SCHEDULE Unlimited

4SARORIC GOGNZTO EOTN BRS .MNTRN RAIAINRPR UBRS1 PRFRINGOGCZTO EOTNME()5 OITRi RAIAINRPR UBRS

Quarterly Technical Report C86-05 ______________

* 6a- NAME OF PERFORMING ORGANIZATION 6b. OFFICE SYMBOL .7a. NAME CF MONITORING ORGANIZATION

Science Applications (faicbe)Defense Supply Service - Washington
International Corp. 1 j

6c ADDRESS (City, State, and ZIP Code) . '7b. ADDRESS (City; State, and ZIP Code)

1710 Goodridge Drive Room 111245, The PentagonI McLean, Virginia 22102 Washington, D. C. 20310

I a. NAME OF FUNDING I SPONSORING T8b. OFFICE SYMBOL 9. PROCUREMENT INSTRUMENT IDENTIFICATION NUMBER
ORGANIZATION (if applicable) MDA9 03-84-C-0020
Defense Advanced Research DsO/GSD________________________
Proiects Aizency I_____________________

- , 'cADDRESS (City, State, and ZIP Code) 10. SOURCE OF FUNDING NUMBERS

* 1400 Wilson Boulevard PROGRAM PROJECT TASK WORK UNIT

Arlington, Virginia 22209 ELEMENT NO. INO. NO. jACCESSION NO.

I11. TITLE (include Security Classification)

Research and Development at the Center for Seismic Studies (Unclassified)

*12. PERSONAL AUTHOR(S) R. Alewine, C. Archambeau, R. Baumstark, K. Bostic, G. Bulin, P. Dysart,
J. Frazier, P. Glover, D. Harkrider, L._Huszar, 111. Israelson,_ A. Jurkevics. J. Pulli.(cont.

t$a jPEF? 113b. TIME COVERED 14. DATE OF REPORT (Year, Month, Day) 15S. PAGE COUNT
qu~r'yechnicai FROM 7-1-Bi TO o ~ 28 April 198610
Report

16. SUPPLEMENTARY NOTATION

171COSATI CODES 18. SUBJECT TERMS (Continue on reverse if necessary and identify by block

17FIELD GROUP SUB-GROUP Seismolo -F.' Monitoring Nuclear Tests.t-~
,'Diý týeter SNAP ID
/Seismic Data Exchange Detection (cont.)

[19 ABSTRACT (Continue on rever e if necessary and identify by block numrber) ý
- ~~ Evaluation of t ~Gopof Scientific Experts Technical Test (GSETT), and the exploita-

tion of the GSETT dat*ýh~se for more general investigations of network assessment continuedIduring this period. Thes&.,anqlyses provide material for subsequent United States reports
-to the GSE in addition to inra''fgor-ne~~adn of seismic network design and
capabilities. Research with the associated objectives of prb-VTdThg-analysis tools for theI Center while improving understanding of discrimination between events at regtonai distances
was initiated, together with work on yield estimation, primarily in support of the"-DARPA-
managed DoD Seismic Review Panel. The report also covers work related to on-line data\
acu12 to an M.he Tibemigefotsriao 

aabs dvlpmnI 1 acusto and Tbrothrpormigefrs n ndtbs eeomn
#18 - Regional Seismic Data Surface Waves

Yield NORESS
Seismic Coupling

20 DISTRIBUTIONIAVAILA81LITY OF ABSTRACT 121, ABSTRACT SECURITY CLASSIFICATION
El UNCLASSIF IE D/UNLI MITE D [: SAME AS RPT. [0 OTIC USERS IUnclassified _______I 22a. NAME OF RESPONSIBLE INDIVIDUAL 22b. TELEPHONE (Include Area Code7)22 OFFICE SYMBOL

* - Ann U. Kerr 1.(202) 694-3145 1 DSO/GSD--
DD FORM 1473.84 MAR 83 APR edition may be used until exhausted SECURITY CLASSIFICATION OF THIS PA~GE3All other editions are obsolpte. Unclassified



3Technical Report C86-05
March 1986

QUARTERLY TECHNICAL REPORTS FOR
1 JULY - 30 SEPTEMBER 1985 AND
1 OCTOBER - 31 DECEMBER 1985

Center Staff

The views and conclusions contained in this document are those of the authors and should not be
Interpreted as representing the official policies, either expressed or Implied, of the Defense
Advanced Research Projects Agency or the U.S. Government.

Sponsored by:

DEFENSE ADVANCED RESEARCH PROJECTS AGENCY
Monitored by: Science Applications International Corp.
Defense Supply Service - Washington 1T35 Jefferson Davis Highway. Suite 907
Under Contract No. MDA 903-84-C-0020 Arlington. VA 22202

I



Table of Contents

1. INTRODUCTION .......................................................................................................... 1

2. EVALUATION OF THE GSE TECHNICAL TEST ............................ 2

2.1. Simulations with SNAP/D ...................................................................................... 2

2.2. Minimum SNR for Signal Detection ......................................................................... 6

2.3. Detection of Explosions by the GSETT Network .................................................... 10
2.4. Unassociated Signal Detection at GSETT Stations ................................................ 16
2.5. Transmission Efficiencies on the WMO/GTS System .............................................. 22

2.6. Moment, Magnitude Distribution and Detection Capability ..................................... 28

2.7. R eferences ................................................................................................................ 33

3. RESEARCH TO IMPROVE ANALYSIS OF SEISMIC DATA ..................................... 34

3.1. Polarization Processing Algorithm ......................................................................... 34

3.2. Expanded Use of Computers in Regional Data Analysis .......................................... 48

3.3. References ............................................................................................................ 50

4. STUDIES WITH REGIONAL SEISMIC DATA .......................................................... 51

4.1. Local Attenuation and Site Effects at RSTN Stations .............................................. 51

4.2. Discrimination of Quarry Blasts from Earthquakes ................................................... 54

4.3. Seismogram Modeling Capability ............................................................................. 57

4.4. Magnitude Scaling of High-Frequency Earthquake Spectra ....... ....... . .. 60

4.5. References ............................................................................................................... 88
5. YIELD ESTIMATION .............................................................. $................. $.................... 71

5.1. Yield Estimation Using Lg ....................................................................................... 71

5.2. Seismic Coupling and Yield from Magnitude, Moment Data ............................. 711.3. Numerical Tests of Surface Wave Path Correction........... 4 ........................... 77

5.4. References ......................................................... ........................... ......................... 79

8. SYSTEM AND DATABASE DEVELOPMENT ................ I ....................... . ... 83

8.1. Acquisition of NORESS Data at the Center .4. ............................................... ....... 83

6.2. PDP-11 System Software ........................... ..... ..... ................. ...... *..... 98

8.3. Other Software Development ................... . . . . ....... ......0.04.... 089

0.4. Database Developmient... ....... ..................................... . ...... . . ....... 104

86.. References .......... .................................................................................................... 108

I
LI.



1. INTRODUCTION

With the completion of the Group of Scientific Experts Technical Test (GSETT)
during the first quarter of CY 1985, and the completion of most of the documentation
during the second and early part of the third quarters of CY 1985, the Center for Seismic
Studies' scientific and technical staff was able to devote substantially more effort to
research. A revised and updated research plan and a companion database development
plan were prepared during the August-September time period. These plans were subse-
quently approved by DARPA on 25 October, although research on several tasks com-
menced prior to that date as a result of earlier informal concurrence by DARPA. This
report summarizes internal research and development by the Center's staff in consonance
with the revised plan and additional requests from DARPA during the fourth quarter and
part of the third quarter of CY 1985.

Continuing with work initiated during the previous quarter, one important line of
research was the evaluation of the GSETT (as contrasted with previous work on docu-
mentation of the test), and the exploitation of the GSETT database for more general

investigations of network assessment. These analyses, outlined in part two of this report,
provide material for subsequent United States reports to the GSE in addition to increas-
ing our understanding of seismic network design and capabilities. Parts three and four of
this report outline research with the associated objectives of providing analysis tools for
the Center while improving understanding of discrimination between events at regional
distances. Part five describes work on yield estimation, primarily associated with work in
support of the DARPA-managed DoD Seismic Review Panel. Part six of the report cov-
ers work related to on-line data acquisition and other programming efforts, and on data-
base development.

Two of the technical contributions were prepared by visiting scientists at the Center,
whose work was supported in whole or in part by this contract,

I
I -_-

NTIS ORAM1
DTXC TAB III . . . . ..Un A n n o.n.o

Distribution/
iAvnlab111tY Codes

Diat Spootl4

I k



2. EVALUATION OF THE GSE TECHNICAL TEST (GSETT)

2.1. SIMULATIONS WITH A PROGRAM FOR SEISMIC NETWORK
ASSESSMENT

A computer program, SNAP/D, is being used for various studies in seismic network
detection capabilities at the Center for Seismic Studies. SNAP/D, the Seismic Network
Assessment Program for Detection, is a computer model designed by Pacific-Sierra
Research Corporation for assessing the capability of a network to detect and locate
seismic events. It is intended to replace NETWORTH, the computer model that has been
widely used in the verification community for evaluating network performance. Among
the attributes of the SNAP/D program listed in the manual are the following:

"* Propagates up to 10 seismic waves in a single run.

"* Calculates attenuation and travel time as functions of focal depth, regional struc-
ture, and event type.

"" Allows user specification of multiwave network detection criteria.

"* Accommodates advanced techniques for determining the uncertainty in focal depth
and location.

"" Calculates the relative importance of individual waves and stations in hypocenter
estimates.

This report presents examples run with this program to compare capabilities of the
GSETT and other networks. SNAP/D required several parameters to be specified,
including seismic network event detection criterion and station signal detection charac-
teristics,

The term seismic event detection refers to the procedure of defining and locating a
seismic event on the basis of signal detections at individual stations. In moat simulation
studies carried out In the past, the criterion for seismic event detection only requires that
a minimum of four stations within 100" from the event epicenter detect P-signals of the
event. The event detection criterion employed by the WASItIDC1 during CSETT is
somewhat more complex, since it includes not only several kinds of signal phases but also
deals with both single and array stations. The following criterion was used here to simu.
late, in a simple manner and as closely as possible, the GSETT criterion: detections of P.
or PKP-Signals at 4 or more stations with the additional constraint that not all detections

I 6 C" kr t •l-hk 3•udi taatoaM uso "noWn DA& Cutw", dhipatd e WAiUJDO, duw t6
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be PKP-signals.
This criterion was incorporated in the SNAP/D program by using the distance inter-

val 0 to 100 * for P-signals and 100-180 * for the PKP-phase. The amplitude distance
curve of Veith and Clawson (1972) was used for the distance interval 0-100 and was
extended to 180 * with a smoothed "NORSAR" curve (Ringdal 1984). The WASHIDC
also used the Veith-Clawson curve for defining events and calculating magnitudes in the
interval up to 100*. The extension of the curve beyond 100 * used here is believed to
model wave propagation more appropriately than the procedure actually used for the
definition and location of events during the GSETT. During GSETT, data for stations in
the interval 100-1100 were not used and for data at distances beyond 110 , a constant
amplitude correction equal to that of the Veith-Clawson curve at 900 was applied. The
standard deviation of the signal amplitudes, often denoted a., which is equal to the stan-3 dard deviation of station magnitudes for a given event, was assumed to be equal to 0.36
(Veith and Clawson, 1972).

Overall, 71 of the participating GSETT stations were used in the network. MeanI values of station noise amplitudes obtained from a revision based on the GSETT data
were used. These revised values, which to some extent are based on station amplitude
detection thresholds, have been normalized to a minimum signal-to-noise ratio of 1.5 forI signal detection.

Values for station reliabilities were obtained as the ratio of the number of days for
which arrival time data was received at the WASHIDC and the total number of days (61)I for the GSETT. Twelve, or about 15%, of the stations have by this definition a reliability
of 100% and 33, or almost half, of the stations have 55 or more data days which
correspond to reliabilities of 90% or more. The numbers of data days were obtained from
a data base that was upgraded since the GSETT was carried out and for some stations
the numbers may therefore be too high.

The 90% magnitude detection threshold contours for the GSETT network are shown
in Figure 2.1. The contours have been drawn by hand from computed threshold values at
grid points every 15" in latitude and longitude. The threshold varies between 3.8 and 4.7
around the world. The range for the Northern and Southern Hemispheres is 3.8-4.4 and
4.1-4.7, respectively.

Because of the significant geographical variation of the threshold, a comparison
between simulated and empirical estimates must be based on regional data. The geo-
graphical distribution of the earthquakes reported by the WASIIIDC during the GSETT,
which follows the well known pattern of world-wide seismicity, is also indicated in Figure

"3 2-1. More than 75% of the events occur in a limited area within which the threshold
varies between 3.8 to 4.4. Weighted average thresholds were computed, taking the geo-
graphical distribution of the events into account. The GSETT events were grouped
according to location, to the nearest point of the 15 latitude and longitude grid net.
The number of events at each grid point was used as a weighting factor. Announced and
presumed underground nuclear explosions, as well as small-magnitude events in Northern
and Central Europe, were not Included among these events.

3
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3 The following weighted averages were obtained:

Table 2-1

Region Threshold
- Simulated Empirical

Northern Hemisphere 4.14 4.15
Southern Hemisphere 4.38 4.55

All events 4.26 4.35

- The simulated average values are compared in the table with empirical estimates obtained
from the magnitude distribution of the seismic events. The difference between the two
kinds of estimates varies between 0.01 and 0.17, depending on region. The simulated
thresholds are slightly lower than the empirical ones. Use of the reliabilities in Table 2-1
gave thresholds between 0.03 and 0.07 magnitude units larger than using a 100% reliabil-
ity for all stations.

The detection capability of the individual stations of the GSETT network varies sig-
nificantly. Most of the events defined and located by the WASHIDC were based on obser-
vations from about one-third of the stations. The detection thresholds for a network of 26
stations with noise values below 6.6 nm was compared with those for the entire network.
The difference varies between 0.0 and 0.2 and the mean difference is 0.07 for the world.

II The 26 stations in the network may not constitute the optimal subset of GSETT stations.
They were simply chosen on the basis of their noise level to illustrate that the best third
of the 71 GSETT stations, in terms of noise level, perform almost as well as the entire

network.

Simulated and empirical estimates of the detection thresholds of a subset of 115 sta-
tions reporting to the ISC were obtained earlier (Ringdal, 1984). The capability of this
115-station ISC network represents the level currently available from a public interna-
tional network based on teleaeiimic signal detections. The simulated results for the ISC5 network were reproduced using an extended version of the SNAP/D code and parameter
settings given by Ringdal (1984). The computational parameters for these simulated esti-
mates were different from the ones used above for the GSETT network. This is particu-
larly true for the amtplitude-distance curve.

To make a direct comparison with the GSETT stations, estimates of the detection
thresholds of the 115station ISC network were also obtained. These estimates used the
same event detection criterion and parameters for station signal detection as those used
for the GSETT stations above, except for the station noise amplitudes. The difference
between the two networks is not larger than 0.2 magnitude units. The threshold for theI ISC network is, on average, 0.08 magnitude unit lower than the 71-station GSETT net.-
work and 0.19 lower than the 26-station, OSETT network.

I lmi Isrelson
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2.2. MINIMUM SIGNAL-TO-NOISE RATIO FOR SIGNAL DETECTION
ESTIMATED FROM GSETT DATA

Models for simulating the detection capability of a seismic network often use a sim-
ple relation to describe a signal detection to be declared at an individual station. The sig-
nal detection criterion is sometimes written as:

A >SNRmjnN,

where A is the signal amplitude, SNRm.I is the detection threshold or minimum signal-
to-noise ratio at which a signal can be detected, and N is the seismic noise level or ampli-
tude.

It is assumed here that recorded noise and signal can be treated as a narrow
bandpass system (Thomas, 1969) represented by the teleseismic frequency band. The
noise, n(t), is then assumed to be a normal stochastic process, which can be written as a
function of time, t, in the form:

n(t)=E,(t)coa (2r1.+0x(t)).

Here, E. and 4., are the envelope and phase functions, respectively, and f, is the center
frequency of a narrow band between 1 and 2 Hz. An added sinusoidal signal with ampli-
tude A results in the process:

s(t)-n(9)+Acos(2w,/+0,).

Here, A is a constant and corresponds to the tre signal amplitude and 0, is an arbitrary
phase angle related to the signal.

The short period noise measurements (NSZ) during the GSETT consisted, according
to the test procedures, of the maximum trace amplitude within 30 a before signal onset at
frequencies close to that of the signal.

If the power of the noise is denoted by a,., that is, the expected value E(n2(t))--,

then the noise envelope follows a Rayleigh distribution with frequency function:

2 3 2

The mean value of this distribution is &.u/ and the maximum of the frequency
distribution function ocrurs for z-i,.. These values correspond, however, not to the
measured noise amplitude, NSZ. In order to relate the measured NSZ values to the noise
pto•s hue mae simping assuptiowa ate aecsawy. First, the noise envelopes ae
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I
assumed to be stationary over a time interval of T seconds. The maximum value of the
noise amplitudes is also assumed to be represented by the maximum of N=30/T inde~pen-
dent envelope values which follow the same Rayleigh distribution introduced above. The
median value of the maximum of the N independent envelope values becomes the solution
to:

221

I which gives a value representing the noise as the NSZ-amplitude in a 30 s time interval,
max(E,(N)). For T=1 the NSZ-value max(E5 (30)) 4 2.75 a, which corresponds to
about the 95% probability of the envelope distribution function; in other words, 95% of
the envelopes are smaller than this value.

False alarm probabilities and the number of false alarms per day can be roughly cal-
culated from the model above. The probability of a false alarm can be written as:

P(FA)-P(E. > SNRA max(E,(N)))

and the average number of false alarms per day becomes:

N(FA)-2N-60.24c
S~with

I x-SNRojmax(E.(N)).

The number of false alarms pcr day computed from the above formulas for different
T and SNRmt.avalues are listed in Table 2-2. The nur'"ier of false alarms for the GSETT
stations is not known, but it is reasonable to awume tha it is quite small, of the order of

Tab!, 2-2
P T SNR•(a) L 1. 1.75 ... 2.0 ..

1 17.5 0.8 0.02
2 40.6 3.3 0.17
3 65.7 7.3 0.58

i-5 118.2 19,6 2.44

! 0

Imm, mm.. m m••• m• • •.



one or less. On this assumption, the table above suggests that the time interval over
which the noise process is stationary is also small, approximately one second if the detec-
tion threshold is close to 1.5. The values in the table suggest that a threshold of 1.5
would be difficult to operate on with a small number of false alarms, but that a value of
1.75 would give an acceptable number of false alarms. A low threshold value implies a
short period of time over which the noise envelopes are stationary.

The signal amplitudes during GSETT were measured as the maximum trace excur.
sion in four time windows ( MIX-M4X in GSE notation) after signal onset. The ampli-
tude measurements are represented here by the envelope of the signal model EA with
amplitude A which has a frequency distribution equal to:

*Z -(z2+A 2) Ax

272c-anr 2am 2 a

where 1o is the modified Bessel function of the first kind and order zero (Thomas, 1969).
The detection probability for a given minimum detection threshold, SNRg. and Signal
amplitude, A, can be related to the number of fase alaumni

P(Datectionj A,SNRJ-P(Es > SNRPI. maxE,...DP

n(FA)m3O6O24.P(E. > SNROmaxEj).

The number of false alarms per day is obtained from the formula above with 2- 2.. By
eliminating the parameter SNRmax(E.), one obtains the so called receiver operatiog
characteristics, or ROC,-cuve, ka terms of the cumulative di.tribution finmtioUN F, for

RA and E.,

,(FA)-3o 024j(1 - -( D))

The ROC curves In Figure ,02 show the trade off between detection probability and
number of false alarou. The curves show that if a false alarm rate of I per day is accept.
able, the detection probability becomes about 25% for nignals with amplitud&3 as small as
1.75 times the NSZ values. Statio', d'.ection probabilities as low as 25% are relevant it
the context of network event detectiou, :aice at least tour stations are usually required to
detect signals from an event with a 90% probability. The W0% detection probability is
thus not required at each individual station, for which it is usually sufficient to detect a
signal with much lowet probability. This Lu particularly ttue if the number of stations is"
large.

Amplitude measurements of noise (NSM) and signals (AMX) made at the sane fre-
quency can be used to estimate upper bounds for the threshold parameter SNiltc. This
3eans that the actual SNR., should be equal to or smaller than the minimum of the

a
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amplitude ratio MiX/NSZ. For a large number of observations this minimum would be
close to the threshold. Such upper bound estimates obtained for the United States sta-
tions contributing to the GSETT have a median value of 2.2.

The ratio of the amplitude detection threshold and mean noise amplitude in the
teleseismic frequency band is also assumed to be approximating the threshold value as
defined here. The empirical cumulative distribution function for ratios at 14 of the
GSETT stations is shown in Figure &-8. The median value is 2.2, which is in agreement
with the value obtained independently from MiX/NSZ amplitude ratios.

The data from the GSETT defined in this way suggest that a SNRnln of approxi-
mately 2 is more likely to be representative of the average station than a SNR.,, of 1.5.
This is supported by both kinds of data, but there is variation among stations. The dis-
tribution in Figure &-$ is close to a normal distribution and shows comparatively small
variation. However, even if the mean value is around 2.0, there are stations with clearly

lower as well as higher thresholds.

Hans Israelsson

2.3. DETECTION OF UNDERGROUND NUCLEAR EXPLOSIONS BY
THE GSETT SEISMOLOGICAL STATION NETWORK

At least 12 announced and presumed underground nuclear explosions were reported
for the period of the GSETT, 15 October to 14 December 1984. The locations and times
of the events are given in Table 2-3. The listing of events in Table 2-3 should not be con-
strued as complete with regard to this particular kind of source for the GSETT period. It
merely includes events that were actually reported during the GSETT.

Measured amplitude and period values (MIX-parameter) recorded at the GSETT
stations from the events have been used in the analysis here. Table 2-3 lists body wave
magnitudes mb estimated by the USGS and the WASHIDC during the GSETT, and
revised maximum likelihood values mb(max) subsequently computed by the WASHIDC.

Figure 2-4 shows the average period for each event as a function of magnitude
mb(max). The expected increase of the period with increasing magnitude due to source
scaling can be seen for events in E. Kazakh, S. Nevada, and the Tuamotu Archipelago.
However, It is less pronounced than the typical values sometimes obtained by the deriva-

dT
tive -LT F 0.2 (Marshall et a4., 1979). The difference may in part be due to the max-

dm
imum likelihood technique giving smaller values for small magnitude events than a
straight forward average procedure. The mean values for the different events in Figure
2-4 are based on different stations. Data is available only for a few stations for each of
the sites, for small as well as large events. A comparison of data for stations that
reported amplitudes for both small and large events showed an even less pronounced scal-
ing effect. Only 5 of 15 observations showed an increase In period with increasing

10
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Table 2-S

ANNOUNCED AND PRESUMED UNDERGROUND NUCLEAR EXPLOSIONS*
"Date Time Lat Long mb Ma

USGS WASEIDC max USGS max

84/10/18 04:57:05.7 49.8N 78.1E 4.5 4.6 4.07
84/10/25 06:29:57.7 73.4N 55.OE 5.9 5.4 5.68 4.7
84/10/27 01:50:10.6 49.9N 78.8E 6.2 6.1 6.07 4.4
84/10/27 05:59:57.1 46.8N 48.1E 5.0 4.7 4.95
84/10/27 06:04:56.7 46.8N 48.1E 5.0 4.4 4.91
84/10/27 17:16:00.0 21.1S 138.9W 4.1 4.21
84/11/02 20:44:58.5 21.1S 138.9W 5.7 5.3 5.45
84/11/10 16:40:00.0 37.ON 116.0W 4.5 3.8 4.05
84/11/23 03:55:04.8 49.9N 78.1E 4.7 4.5 4.28
84/12/02 03:19:00.0 49.9N 79.1E 5.8 5.2 5.77 4.6
84/12/08 17:29:00.0 21.1S 138.3W 5.6 5.3 5.38
84/12/09 19:40:00.0 37.3N 116.5W 5.5 5.4 5.29 4.2 4.35

Times and locations are those given in the Monthly Bulletins of the USGS except for the event
on 27 October which was not included in the USGS Monthly listing. The data for this event
are those obtained at the WASHIDC during the GSETT.

magaitude.

The variation in station magnitude bias is sometimes described by a signal ampli-
tude standard deviation which is often assumed to be 0.36 magnitude units (Veith and
Clawson, 1972). The standard deviation of the station magnitudes for a given event,
varies significantly, however, and is correlated with the mean wave period. In the scatter
diagram in Figure 2-5 this standard deviation ranges between 0.2 to almost 0.5 for the
GSETT explosions.

The following source corrections can be obtained from earlier published results
(Marshall et a.•, 1979):

Table 2-4
Site Period(s) Pn-velocity Correction

E. K -a 0.79 .. 3 .000

Novaya Zemlya 0.68

SW.Russia 0.44 8.15 0.22
Tuamotu A. 1.05
S.Nevada 1.07 7.8 0.23

12
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The difference between the mb(maz) of the large E. Kazakh and the S. Nevada

events is about 0.3 magnitude units, as shown in Table 2-4. If the source bias corrections
above were applied, the difference would still be 0.5 to 0.6. This difference is quite large
considering the reported M, values for these events (Table 2-3).

The amplitude/period data from explosions during GSETT illustrate that some
parameters of significance for the network detection capability deviate in a systematic
way from a standard, average earth model. For instance, the mean signal period observed
from explosions differs among the source sites (different instrumentation at the particular
stations reporting events from each test site also has an effect on the recorded amplitudes
and detectability, making it difficult to isolate a pure source effect). In approximate
terms, the characteristic dominant period for S. Nevada and Tuamotu Archipelago is
around I s, whereas it is around 0.5 s for E. Kazakh, SW Russia and Novaya Zemlya.

The station noise level at 1 and 2 Hz differs significantly at many stations and in
most cases it is lower at 2 Hz. Noise data at both periods were available for 39 stations at
the WASHIDC. About two-thirds of these stations have lower noise thresholds at 2 thanI at 1 Hz.

As illustrated in Figure 2.5 the variation of signal amplitudes is also a function of
period and it is assumed here that the standard deviations for sites with 1.0 a and 0.5 s
periods are 0.2 and 0.45 respectively. This assumption is based on the scatte' of station
magnitudes of large events, and it may not be applicable to smaller events.

The detection capability for the 39 station network was calculated for the four cases
of noise frequency and signal standard deviations. Differences in the 90% detection thres-
holds between the extreme caes (1 Hx, al'-0.20 and 2 H., at=0.45 ) vary with geographi-
cal location, and are around 0.2 or more. The lowering of the thresholds, due to changes
in noise amplitudes by going from I to 2 Ha, is about the same as by increasing the o&.
value from 0.2 to 0.45. Magnitude detection thresholds at 90% probability for the five
event sites are compared below with the smallest observed magnitudes duting the
GSETT.

The smallest magnitude of the events for three of the sites in the table below was
obtained by using #.-values of 0.2 (for S. Nevada and Tuamotu Arch.) and 0.45 (E.
Kavsdh) in the maximum likelihood estimation, Instead of the value 0.36. The maxituin3 likelihood estimates are sanaitlve to the stAndard deviation, a, only for smaller events,

Table 2-5
Noise Frequency Signal

(1it) Std. Deviation

1 0.20
1 0.36
2 0,36
2 0.45

* 15



Table 2-6
Site Threshold Smallest

- at 90% Magnitude

E.Kazakh 3.89 3.95
N.Zemlya 3.69
SW.Russia 3.74
S.Nevada 4.24 4.26
Tuamotu Arch. 4.28 4.41

i.e., below mb < 5.0.

As noted above, the magnitude source bias is significantly different (at least 0.2
units) between sites like E. Kazakh and S. Nevada and, if it were to be included here, the
differences in magnitude thresholds would be even more pronounced.

In conclusion, the data recorded by GSETT stations from announced and presumed
underground nuclear explosions illustrate the frequency dependence of network magnitude
detection thresholds. The variation of the detection threshold with frequency is caused
both by variation of the station noise amplitude, receiver and source upper mantle
attenuation. Some variation and scatter in the network magnitude data is also caused by
differences In general among the GSETT stations with regard to equipment and pro.
cedures for detection and analysis.

Hans IBraelson

2.4. UNASSOCIATED SIGNAL DETECTIONS AT GSETT STATIONS

Aments of capabilities of seismic station networks are often focused on esti.
mates of magnitude detection thresholds. However, global station networks with low
magnitude threaholds produce a large number of individual station detections that cannot
be associated with any seismic event defined and located by the network. Association of
detected sga is one impottant function for a workable global teat ban monitoring aye-
temrn

In order to conform with the standard "Networth" approach for detection capability
computations, It It assumed that atation j, in a network of a stations, detects a signal
from an event with ma&Wtude w, with probability pj:
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where 4 is the standard normal distribution function and T, is the station magnitude
detection threshold (50%) with its associated standard deviation Oj.

Another assumption is that a seismic event is detected and located by the network if
more than nm stations detect signals from the event.

The ratio of associated-to-detected arrivals at station j can be calculated from the
probability that it detects signals from an event with magnitude m and that at least nmin
other stations of the network also detect the even'. If the number of detecting stations,
apart from station j, is denoted e~j(m), then the probability that a detected signal at sta-
tion j is associated can be written as:

I If the magnitudes of the natural seismicity have an exponential distribution, i.e.,
e a-PIN for mmu<mm~mn then the total number of associated detections becomes:

N ..

and the total number of detected signals:

I NW,,d(j)ci £ p1(m)c*-"dm

and the ratio of associated to detected sigai:

The dependence of a disappears in the ratio R(j), but if associated detections are con-U sidered from many different seismic regiona, nt with approximately the same 0-valut but
differtnt o-values, the forniula for the ratio has to be extended to:

I w° "
EO) XmN.w. O'II Njd*,( (j).U i-li=

The number of associated sigoals and the ratio of associated-to-detected signals for
the network of stations can be calculated from a combination of the formulas above for
individual station& In some Instances it becomes simpler to calculate these values

* 11mtrm( m remm m m m mm m



independently, as outlined below.
The number of detecting stations for an event with magnitude m is a stochastic vari-

able, Cm" The expected number of detected signals can then be written as:

E~m= ýWk(Cts4)= ý pj(m)

It is assumed that an event is detected if signals from the event are detected at more
than nmt. of the stations. Also assumed is that unassociated detections occur only in
cases where n.,. or less stations have detected signals from the event. The expected
number of unassociated signals for an event is also a stochastic variable r,, and its mean
value can be written as:

Suwa

E~m= EiP(eO=O).
jul

The ratio for the number of unassociated and total number of detected signals can
be written as:

and is a function of magnitude, m. If the number of events as a function of magnitude is
proportional to eo-PI, then the number of unasociated and total number of detected
phases can be written as:

and the ratio of the number of uwasociated and total number of detected signals
becomc.w

JV,"lt

For regional variation of the parameters a and A this ratio has to be extended as for
the r46io for individual stations abo•t.

18
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Data sets from the Experimental International Data Centers at Stockholm (STO-
CIDC) and at Washington (WASHIDC) have been used for the analysis of signal associa-
tion, which is limited to teleseismic first arrivals. The STOCIDC data, which covers the
main phase of the test, i.e., 47 days, was presented in a working paper at the GSE. The
WASHIDC data set, which covers the entire 61-day period, was compiled immediately
after the GSETT. The data available at the two IDC's during GSETT also differed. The
differences between them is used to indicate the uncertainty in the association percen-

I _tages.

The differences between the STOCIDC and WASHIDC data sets are shown in Fig-
ure 2-6 which compares associated detections (normalized to percent). In Figure 2- 6 twoI stations, EKA and GRAI, have significantly different association percentages. The differ-
ence for GRA1 may be due to data reported for other subarrays instead of this particular
subarray. The standard deviation of the difference in association percentages is about
10%, which gives an idea of the degree of uncertainty in these types of numbers.

With the formulas above, one can compute an overall value for the unassociation
percentage. The geographical effect of seismicity is taken into account by weighting each
region (i.e., cell in the 15 by 15 * grid net used) with the number of earthquakes defined
for that cell by the GSETT. The resulting valuta are presented as association rather than
unassociation percentages and are compared in Figure e-7, with the observed values for
the GSETT, represented by the maximum per cent of the STOCIDC and WASHIDC
data sets.

The calculations are limited to 20 stations. For 13 of the stations, the calculated
and observed values show reasonable agreement, considering the uncertainty in the calcu-
lations, as illustrated by the 10% standard deviation of the differences between STOCIDCI and WASHIDC. For seven stations, the calculated percentages are clearly higher than
the observed ones: EKA, LAC, MAT, MAW, PRU, RSNY, and RSON. This can partly
be due to the use of excessively high noise values based on amplitude detection thresholds
in the calculations for these stations. A rerun using the actual noise values did reduce the
percentages somewhat, but not enough to remove the outlying character of these stations,
at least for EKA, MAT, and RSNY. Local signals among the teleselamic ones could
explain the persistent discrepancy for these stations. A significant reduction in associa-
tion percent Is obtained for both MAW and LAC by using their actual noise values rather
than the amplitude thresholds (converted into equivalent noise amplitudes). The actual
noise values for these stations are, however, hardly consistent with their numbers of
detected signals.

I Ilta" s r"eson
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2.5. TRANSMISSION EFFICIENCIES OF THE WMO/GTS

This study compares statistics for transmission of seismological messages via the
GTS during the GSETT with those of the WMO monitoring for transmission of meteoro-
logical messages in 1984. The WMO monitoring occurred during the period I October to
15 October, just prior to the start of the GSETT.

In the 1984 monitoring period, the WMO checked the availability of weather mes-
sages over globally distributed WMO/GTS circuits. Approximately 660 messages were
sent daily from the test participants. The message arrivals were monitored at several
regional centers. Detailed data from this worldwide test were made available by the
WMO headquarters in Geneva. Data from 38 national reporting centers were chosen to
compare with the circuits used in the GSETT. Message arrival statistics from these 38
sites were collected at the three WMO regional centers (Bracknell, Moscow, and Washing.3 ton), corresponding closely to the locations of the EIDC's in the GSETT.

Preliminary transmission efficiency percentages for meteorological messages collected
during the WMO monitoring test are listed in Table 2-7, which include data for transmis-I sion channels from countries participating in the GSETT to the three WMO regional
centers: Bracknell, Moscow, and Washington. The EIDC in Stockholm is not directly
linked to a WMO Center on the Main Telecommunication Network (MTN) and Bracknell
was chosen here as a closely located WMO Center.

For each country, Table 2-7 also gives the nearest WMO center (Bracknell, Moscow,
or Washington) and indicates whether the connection to this center is direct. A direct
connection has no node between the national facility and the nearest WMO center. Infor.
mation on WMO centers and connections in Table 2-7 was obtained from the chut of the
implementation of the GTS, included in the Conference Room Paper 134/Rev.1. It is
seen ikom the table that the average network transmission eclency ranges from 78% to
87%, with a regional center average of 82.3%.

The percentages In Table 2-7 show clear regional variation. Perhaps the most con-
spicuous regionel effect is the differenme between European and non-European countries.
In Table 2-7, 51 out of 54 communication channels between European countvies and the
three regional WMO centers have values above 95%, and 37 channels have percentages at
09% or above. This is in sharp contrast to the 60 channels from non-European couutries,
which exceed 95% only In 6 cases.

The difference in tranismsou efficiency between European and non-European coun-
tries could be partly due to most European countries having a direct circuit to one or
more of the WMO regional centers. There are direct circuits only in three cases for non.
European countries. Another factor accounting for the difference between European and
nan-European countries could be the lack of interest in meteorological data outside
Europe, where two of the WMO centers (Bracknell and Moscow) considered here are
located. The data outside Europe could be leaw relevant at these centers, and may there-
foae not be accumulated to the sawe extent.

The WMO monitoring results are compared here with the transmission of ,eismiaog-
ical messagem during the GSETT from the national semological centers to the EIDCs in
Mocow, Stocklm, SAd Washingtod
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TABLE 2-7 WMO MONITORING TRANSMISSION PERCENTAGES

Reglon Country Channel Percentages Reglonal Averages
S... ... JCenter

Nearest Center Type Mosc Wash Brack Mosc Wash Brack Average

Afl-a Egypt* Brack(Moec) (dirt) 54.2 57.9 74.9 61.0 74.4 835 7&30
Kenya Brack 69.7 86.8 97.3
Zambia* Brasck 43.T 64.3 68.8
Zimbabwe Brack 76.3 88.4 92.8

Antarctica Antarctica' Brack 61.1 63.9 70.6 61.1 63.9 70.6 65.2

Asi India* MoaC dlret 68.9 71.5 81.0 61.3 79.3 77.1 72.6
Indoneswi Wash 23.3 52.9 48.7
Japan* Wash direct 98.6 100.0 94.7
Pakistan Wash 61.3 77.6 70.7
Thailand Wash 66.4 94.5 90.4

ErOlpe Austria* Mosc 100.0 100.0 100,0 99.8 9, 97.2 98.6
Belgium* Brack dire1t 100.0 96.7 100.0
Balgarlsa Mosn direct 100,0 98.4 82.0
Cm5oolo* Mo4C ditect 100.0 100.0 87.8
Denmark' Bmek direct 100.0 9,.3 100.0
FW&land' Mom dirct 100.0 100.0 100.0
Frao Brack diet 100,0 99.6 9W,4

F GDR' MoaC 100.0 100.0 6.7
cOrmuanyF•.' Brack difect 100.0 96A6 100,0
HungarY' Moae 100,0 100,0 8.9
latntd Broth dlmet 100.0 94.4 100.0
Iialye Brack 974 97.6 97.0
Ntth44a4A Darea det 100.0 100.0 99•2
Norway' &r&k dimect 100.0 91.0 100.0

Mon991 90.0 94.61
Swa4l" Mo0 dlrct 9.9 99.5 100.0
UK* Btk dirt 100.0 100.0 97.9

NAka C 6da0 diret 41.3 Wo #12 #4.0
USA* WAs 11rec "A. $.1 a6

S.Amalaka Atgutota Wash d11ec1 63.1 1ilt 34.3 40.1 6W. 274 4&.4
"BV•da Wash 7.0 "6.A 164,
stewh Wash 42.9 60.3 32b0
Colorxalb wash 7 43.1 us.
POWs Wash 08.09 4.1 22.6

S.Paulu AuiuaWa Wash 61.1 47.6 11.0 83.0 A 90.1 5.4 a"*
•l.Polylealh Wash GOA 9O7 96.
New t *aland' Wah ".3 "IT 84.

Avaragm All Covatries 76. 67.0 t3.0 62.3
wit" I oel• 39 69 .9 "V8.6

Countries marked with in the table were lisated as WMO/GTS users in the procedure
for the GSETT (conference Room Paper 134/Rav.1) prior to the testL
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Transmission percentages for GSETT have been summarized in Table 2-8 and
include values for about 120 transmission channels to the three EIDC's. The data, which
cover the period 27 October 1984 to 14 January 1985, have been obtained as the ratio of
the number of unique Level I data messages received and the number of unique messages
,sent. Values representing transmission with and without re-transmission are listed in the
table and the countries are grouped by geographical region. In the table, the average
transmission efficiency ranges from 56.8% to 70.2%, with an EIDC average of 64.9%
before retransmission and 71.6% using the retransmission procedures.

Figure 2-8 compares the transmission percentages for GSETT and the WMO moni-
toring to the EIDCs and WMO Centers in Moscow and in Washington. Data for Stock-
holm have not been included in the figure since the EIDC there is not directly connected
with a WMO Center on the MTN. The GSETT data in Figure 2-8 are, except for a few
cases, consistently on or below the line in the figure which represents equal transmission
percentages for GSETT and WMO. The GSETT values are consistently equal to or
smaller than those for the WMO monitoring. This is not surprising, since the transmis-
sion of seismic data during the GSETT also involved some transmission outside the
WMO/GTS itself, i.e., between national seismic facilities and national WMO centers.
Most of the channels with clear differences between GSETT and WMO percentages relate
to countries that entered the GSETT at a late stage and for which sufficient time for the
necessary preparatory arrangements with WMO/GTS may not have been available.

The network of stations identified with an asterisk in Table 2-8 are those which
announced early participation and provided notification of participation to the WMO.
The average transmission percentaga for the WMO monitoring is 87% for these same
channels (not including participants that joined the GSETT at a late stage). The
corresponding figure for the GSETT is 74%. If retrausmissions are included it becomes
82%. Even if the WMO monitoring values are slightly higher, the distribution of the
values for the individual countries show clear similarities for the GSETT and for the
WMO monitoring. Channels with low values for WMO also have low values for GSETT.
The differences between GSETT and WMO values are, for moat channels, quite small.

The percentage of successful retransmissions to the EIDC was calculated as the
number of unique Level I data messages received after the first transmission, divided by
the total number of unique Level I data messages sent minus the number received during
the first transmission. In many instances, the number of retransmission messages sent is
quite small and the calculated retransmision percentages are associated with large uncer-
tainities. The percentages in Figure .- 9 have been plotted against the transmission per-
centages (first transmission) and the data are compared with a straight-line and a qua.
dratic curve. If the transmission probability between two places, A and B on the
WMO/GTS is symmetrical, i.e., the transmission percentages from A to B and fromu B to
A are equal, the data In Figura 2-9 would follow a quadratic curve. In spite of the
scatter, the data suggest that a metransmission is succesful only for chaumels that have
fairly high transmission percentages.

Hans Israelsson
Ralph Alewine
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I1 TABLE 2-8 GSETT TRANSMISSION PERCENTAGES3 Region Country No. of Without Re-Trans With Re-Trans Regional Averages

- -- Messages - - En

- Sent MOSC STOC WASH MOSO STOC WASH MOSC STOC WASH Aver

Africa Egypt' 15 6.7 0.0 0.0 6.7 0.0 0.0 3.3 38.3 27.6 23,
Zambia* 47 0.0 6.4 55.3 0.0 76.6 55,3

Antarctica Antarctica* 56 69.6 82.1 66.1 92.9 100.0 92.9 92.9 100.0 92.9 95,

Asia India' 51 98.0 88.2 58.8 98.0 88.2 58.8 386.3 87.1 72.6 65,
Indonesia* 41 4.9 73.2 61.0 4.9 73.2 61.0
Japan* 50 6.0 96.0 92.0 6.0 100.0 98.0

Europe Austria* 22 95.5 100.0 95.5 100.0 100.0 100.0 86.5 92.3 91.1 90,
Belgium* 26 76.9 88.5 68.5 84.6 96.2 96.2
Bulgaria* 35 68.6 80.0 74.3 85.7 88.6 82.9

Czechoslo* 46 89.1 97.8 91.3 97.8 100.0 100.0
Denmark* 28 78.6 75.0 75.0 82.1 85.7 78.6
Finland* 36 100.0 100.0 97.2 100.0 100.0 100.0
France 51 29.4 66.7 66.7 60.8 88.2 88.2
GDR* 33 84.8 84.8 81.8 97.0 93.9 97.0

I GermanyF.R.' 50 94.0 100.0 92.0 98.0 100.0 100.0
itungMay 50 86.0 82.0 82.0 90.0 92.0 88.0
Italy* 31 80.6 87.1 8671 93.5 96.8 96.8
Ir-land 35 51.4 62.9 80.0 68.? 94.3 91.4

Netherlands* 52 90.4 96.2 98,1 96.2 96 100.0
Norway" 51 94.1 100.0 02.2 96.1 100.0 100.0

Romanla 36 16,7 33.3 2718 16,? 33.3 27,8
i Swedem 144 90.3 100.0 99.3 96A5 100.0 100.0

"UK' 51 824 88.2 U8,3 96.1 98.0 96.1
USSR' 39 100.0 04.9 62.1 100.0 97.4 47.4

SN.Am Ica Camad' 143 90.2 91,6 8.,0 100.0 100.0 99.3 98.3 100.0 09.7 99
USAi 42. 48.6 99.0 100.0 9V.7 100.0 100.0

8.Amaza Arseatlas 13 1.7 38.5 0.0 7.7 38.5 0.0 12,8 27.0 24.6 21

DOW 49 0.0 0e6 28.6 0.0 30.6 28.6
Colawbl 3 0.0 0.0 33.3 0,0 0.0 33.3
Pau" 33 42.4 42.4 344 42.4 42.4 38.4

8.ac Austeall' 103 90.2 94.3 91.2 97.4 100.0 97g4 M6e6 41. 4&.4 40a
PFr.POIyud4k 31 0.0 12.9 16.1 0,0 12,0 loll

NGw ZMa!d' 48 0.0 4.2 10.4 12.6 12,5 16.7

Ava"gs All Co•aite 66A 1032 O. 64.3 10* t 7, . 71,
with only 6A0 16.9 10.2 754, .1 O2.6 81i•- m I

Countries marked with e in the table were listed as WMO/GTS uwers in the procedures
for the GSETT (conference Room Paper 134/Rev.1) prior to the test. The regional aver.
ages relate to percen aes with re-o auma bion.Il l

I l II
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2.6. DISTRIBUTION OF MOMENTS AND MAGNITUDES AND ESTI-
MATES OF DETECTION CAPABILITY

A detection threshold, defined for a seismic station or a network by the magnitude
at which the cumulative recurrence curve for earthquakes departs from a straight line, is
usually adequate as a rough estimate of detection capability. In order to attach high
numerical significance to threshold values determined in this way, several factors must be
considered.

First, a magnitude determination depends not only on the source but also on the sta-
tions providing data for the determination. This makes it difficult to compare detection
thresholds computed for different stations and networks. In order to avoid this difficulty,
attempts are made here to use the seismic moment as a parameter which is directly
related to the source strength and is independent of recording stations or networks.

Second, earthquakes in a given region are regarded as the consequence of a geological
process that has a long cycle time, on the order of 100 years or more. Magnitude distribu-
tions based on data collected over a short period of time will sample the distribution in a
special phase of this cycle. Distributions also may differ from one period to another, and
the assumption about an exponential distribution may not be valid at the low end of the
magnitude scale. The validity of the exponential distribution is seldom verified by statist-
ical testing.

Data covering only very short time periods are used here as illustrations, including
data reported by the NEIS for the year of 1984 and data collected during the Technical
Test of the Ad Hoe Group of Scientific Experts carried out for two months in the fall of
1984 (GSETT).

The cumulative number of earthquakes as a function of log M0 is given in Figure 2.
10 for 1984 as reported by NEIS. The curve in Figure 2-10 starts to taper off at about
M0-10 . The "b-value" relation between the cumulative number of earthquakes, N, as a
function of moment (1ogt0(N)-17.47-0.61.log10(M0)) obtained for a much larger earth-
quake sample (Chinnery and North, 1975) has been drawn for comparison In the figure,
The data for 1984 follow roughly this relation for smaller events, i.e., for M0 between 10P
to 10e. Slope is closer to 0.7 from 10 to 10e. The straight line in Figure LI0 implies
that the empirical distribution of the moment is exponential. As a generalization, the fig-
ure uses the Weibull distribution function. The WelbulU distribution wail Initially intro.
duced in engineering studies of stiengths of solids and was used to characterize breaking
loads.

Kolmogorov-Smlwnov distribution testing was applied to the 1984 data, The
hypothesis that the empirical distribution function was that of an exponential or WeVbull
distribution could be rejected at the 3.2% and 18.0% levels, respectively. Similar results
were obtained for the GSETT subset of these data, although the estimated values of the
paramettrs of the Welbull distribution differed slightly.

A simple model is used to describe recorded amplitudes and periods as a function of
earthquake source, (S), path, (P), and instrument response (1). This assumes that the
amplitude spectswm of a recorded suina, R(i), as a function of frequency, j, can be writ-
tense
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R(f)=S(f).P(f).1(f)

The source function, S, is assumed to have a cubic roll-off with frequency, based on
corner frequency and moment estimates from some 50 earthquakes in California, Turkey,
and Tonga-Kermadec (Hanks and Boore, 1984); (Molnar and Wyss, 1972).

The path is assumed to be described by a t* value for the anelastic attenuation only.
The composite spectrum, R(f), usually has a pronounced maximum, the frequency of
which, f,., is assumed to correspond to the measured period, T=1/fn.. Apart from a
frequency independent constant, the measured ground amplitude, A, is equal to:

A4 R(fm..)/I(f l)•S(fp ) .P(fmx)

The moment M0 is equal to A(0). This means that a given distribution for M0 can
be used to derive distribution functions for period measurements, T=l/jf,, and ampli-
tudes, A (fmj.

Empirical distributions of IOglo(A/T), and period data for teleseismic measurements
at the RSTN station RSSD, are plotted in Figure 2-11. Curves obtained from the model
above and the distribution for the momenta normalized to the RSSD data are also drawn
in the figure and show reasonable agreement with the observed data. These curves
represent probability density and have been fitted by eye to the data. Large differences
occur, as expected, due to the limited detection capability at smaller amplitude/period
ratios and smaller periods.

The model above has also been used to calculate a scaling relation between ampli.
tudes and periods. This relation has been normalized to the data at station RSSD and
has also been drawn in Figure 2.11, where comparison is made with actual amplitude and
period measurements. Although considerable scatter is seen in the observed data, there is
reasonable agreement with the calculated curves.

The model above is also used to calculate probability density functions for 'body
wave magnitudes, similar to the amplitude/period ratios in FRgure f-1l. The Center uses
an average value for the amplitude-distance correction, and assumes an instrument
response of a WWSSN station rather than that of an RSTN station. This is because com.
parisons are made with magnitudes reported by the NEIS shown in Figure P-f.l The
NEIS data cover the same year-long (1984) time period as the moment measurements.
The shape of the calculated curve agrees well with the observed data in the magnitude
interval m%-5.0-6.0. The slope of the probability density curve in this interval and the b
value for the observed data are close to 1. end are clearly different from 1.0. This is a
value often obtained from this kind of magnitude data.

The number of earthquakes in the saall.magultude range is an important parameter
for test ban monitoring and sometimes this number is partly based on downward extrapo-
lation of the b value curve below the detection threshold. A high 6 value gives a larger
number of earthquakes than a small 6 value. The calculated probability density curve in
Figure 01* is, however, not linear over the entire magnitude range, but tapers off at
lower magnitudes, i.e., m6<5.0, where it approaches a slope of 1.0. In such a case, the
nuwnb of earthquakes will *i be relatively small, even if the b value is high for m6>5.
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3. RESEARCH TO IMPROVE ANALYSIS OF SEISMIC DATA

3.1. POLARIZATION PROCESSING ALGORITHM WITH APPLICA-
TIONS TO RSTN DATA

3.1.1. Introduction

Different seismic wave types have distinct particle-motion signatures. Orthogonal
three-component seismograms contain the total ground-motion vector as a function of
time and thus the polarization characteristics of all arrivals present. However, typical
seismograms can be complicated. A given time interval usually contains several types of
seismic waves from the same source, arrivals from different origins, scattered energy, and
in some cames one type of seismic wave from one source arriving from several directions at
once. Polarization processing is an attempt to identify the polarization signatures of dif-
ferent arrivals and separate them based on these signatures. From this, information can
be gained on the origin of the seismic waves, the earth's structure, and propagation
characteristics of different wave types.

This report describes the design and application of a time domain three-component
processor which estimates the ground motion polarization as a function of time and fre-
quency. The assumption is made that wuh frequency component Is elliptically polarized
over several cycles of its duration. Tbh data are decomposed into narrow frequency bands
and overlapping time windows, and the poarization parameters are estimated separately
within each segment.

In the past, several different methods for polarization processing of seimic record-
ings have been proposed. Flinn (1965) computed the polarization ellipse in sliding time
windows using the covariance matrix of the three components of motion. Filtering was
achieved by applying the degree of desired polarization as a point-by-point gain control on
the input traces. Smart (1977, 1981) proposed a three-component processor in which the
parameters of a specified polarization model were determined by a least-squares fit in the
frequency domain. This method yielded polarization parameters of a seismic wave as a
function of time and frequency, but was not implemented as a filter to pas specific parti-
cle motions. Samson and Olson (1980, 1981) designed a technique for estimating the
polarization state from the spectral matrix In the frequency domain. The analysis was
performed in sliding time windows and could be applied to single-component multi-
•Mannel array data as well. Polarization filtering was carried out by applying the degree
of desired polarization as a frequency- and time-dependent gain function on the input
data. Suteau-lienson et a. (1985) successfully applied this same technique to three-
component ocean-bottom seismograms, 11STN recordings of regional earthquakes and
NORESS stray data of local events.

The polarization processing algorithm described in this report is novel in that it
operates solely in the time domain to estimate the polarization state as a function of time
and frequency. This approach obviates the need for spectral estimation within short time
windows encountered by frequency domain algorithms. Furthermore, the polarization
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filter passes only the vector particle motion with the desired polarization, as opposed to
-iapplying a simple gain function to the input traces. The filtered ground motions are con-

structed by summing together the polarized particle-motion contributions from all time
windows and frequency bands. As a result, the filtered seismograms appear very muchI like recorded ground motions, which is generally not the case for polarization algorithms
that apply a simple gain function to the input traces.

This report begins with an outline of the method for doing the frequency and time

decomposition of the seismic traces. Next is a description of the algorithm for estimating
the polarization parameters and performing the filtering to pass specifically polarized
energy. Finally, as examples, the polarization processing is applied to synthetic data and
an RSTN recording of an regional earthquake.

3.1.2. Frequency and Time Decomposition

The motivation for decomposing the seismograms as a function of both frequency
and time is to separate the contributions of seismic pulses with different arrival times and
frequency responses. Clearly, simultaneous multiple arrivals with identical frequency
responses cannot be completely separated using a method such as this. The resolution of
the procesor is determined by the time window lengths and filter bandwidths used in the
decomposition.

Figure &1 shows a block diagram of the proceming algorithm. The main body of
the program is contained within two nested loops. In the first loop, the input traces are
filtered into narrow frequency bands using a xero-phase filter. The individual bands are
overlapped so that a time domain summation of all paband reapons yields a flatI amplitude spectrum.

This concept Is 'illustrated in Figure S. , where the amplitude spectra as well as time
responses are shown for seven frequency bands. A time domain summation of all the
impulse responses is also shown as the bottom trace on the right side. The amplitude
spectrum of this trace is the flat portion between I and 10.5 lIt. In this example, a sixth-
order butterworth filter was applied conaeutively in both directions to give a zero-phase
response. The bandwidth A/ i a constat number of octaves and Is related to the center
frequeancy, by

where neyct•e is an input parameter. The parameter naycse controls the bandwidth and
the time reslution of each bandpass filter. In Figure S-9 the parameter ncycles has been
set to 3. The duration of the filter impulte response clearly decreases with frequency. The
frequency resolution is controlled by the width of the pasabands and the amount of over-
lap between them. The overlap is simply related to the fall-off rate of the filter outside
the paasbanL A summation of all the pasbands is always unity.
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The inner loop in Figure 3-I is over time windows. Figure 8-S schematically shows
this concept. Identical tapered windows are applied to all three orthogonal input traces
after bandpass filtering. The time resolution is determined by the window length. Adja-
cent windows are overlapped so that a summation of all segments gives an envelope of
'unity. The overlap between adjacent windows is 50% and thus the taper length is alsn
50%. A cosine taper is used. This large overlap gives a substantial redundancy whic-'
tends to stabilize the estimation process. The time window length used, NMt, is related to
the time resolution of each passband. This is, in turn, determined by the band center fre-
quency and the parameter ncycles:

1 nryciea
N 6t = - -Z

Af 10

where N is the number of samples per segment and 8t is the sampling interval.

Thus, the window length is inversely proportional to the passband width. This is
the normal trade-off between time and frequency resolution encountered in spectral esti-
mation. A long time window has good frequency resolution, but will smooth over arrivals
of several seismic pulses, which couid have different polarization characteristics. A short
time window has better time resolution, but the estimation variance and sensitivity to
noise are increased. The actual values used for the time and frequency resolution are data
dependent. The processing algorithm sets the time window length equal to some multiple
number of cycles of each pasaband center frequency. In applications done to date, the
results are quite robust with respect to the window length. A time segment of 3 to 5
cycles of the passband center frequency has worked well in all cases.

3.1.3. Polarization Estimation

The polarization ellipse is estimated for each time segment in each frequency band.
The covarlance matrix Rq is evaluated via

NJW1

where i and j are trace indices, t is time inden, N is the number of samples per window,
ane, Sg is sample t of trace i. The covariance matrix Rq is 3x3 real, symmetric and posi-
tive semidefimite (the eigenvalues are positive and may be zero). Rq is the matrix of coof.
ficients for a quadratic form which is an ellipsoid. This ellipsoid is the best fit to the data
points in a least-squares sense. The algebraic eigenproblem for R is to find the eigen-
values (A,, A2, A5) and eigenvectors (u,, u%, u3) which are the nontrivial solutions to

where I is the 3x3 identity matrix. The elgenvectors are orthogonal and unit length.

38



I

II

1 0U

"bO

1 p4

I_
//:',4

,. " .-

| iii, . .. '•4

m ," . ... . .. . ... .



The three principle axes of the ellipsoid are formed by Ajui, where i = 1...3. The
principle-axis lengths are A, and the directions are the eigenvectors ui. The squared2.

eigenvalue A2 is the variance or power of the signal in the direction of ui and A, is the
standard deviation or amplitude. The eigenvalues are ordered such that A\,Aj for i<j.
Purely rectilinear ground motion has only one non-zero elgenvalue; Ai=O i#1. Purely
elliptical polarization has two non-zero elgenvalues, A1>A2, A3=0, and circular motion is
the special case A1=>,, A3=0. Elliptical polarization also has a sense of rotation, pro-
grade or retrograde depending on the convention for positive. In real applications, all
three eigenvalues are generally non-zero and non-equal, so the polarization is ellipsoidal.
The covariance matrix is usually well-conditioned because random noise and windowing
effects are uncorrelated from trace to trace. The eigenvalue decomposition of a 3x3 real
symmetric matrix is very fast using standard mathematics libraries such as IMSL.

OCnce the eigenvalhes and elgenvectors of the polarization ellipsoid are estimated, the
polarization state of the ground motion in the data segment is completely determined.
-For example, the degree of rectilinearity is given by the relative lengths of the principle

A2+A3S~~~~rccti/incarit• f 1 - ---

2AI

and the direction of dominant rectilinear motion is the major axis u1. A useful way of
displaying the rectilinear polarization content of three-compoient seismograms is to plot,
as a function of both frequency and time, the ellipticity and the orientation of the major
axis of the ellipsoid for each window.

3.1.4. Polarization Filtering

Polarization filtering is performed by passing only the vector compownnt of motion
with a desired polarization state. The following is a desciption of the filtering algorithm
used for passing rectilinear motion. There is no one unique and correct way of separating
Individual pawticle motion signatures when several unspecified pulses are present simul-
taneously. This particular approach has been designed primaily to iMlate rectilinear
polarization in P-wave codas.

First, the polarization ellipse Is computed in each time segment and frequency band
as described above. A unit direttion vector r is tued to specify the desired orientation of
reotilinear motion to pass. The pan direction Is generally not parallel to any of the prin.
ciple axes of the ellipsoid. Next, the noise contribution is removed by subtracting the
third and smallest elgenvalue A3 from all the elgenvalues,

-2 2 2

A3 A1I A



I

3-2 A2 0I A3 --- A8 - 0

This operation is justified by the observation that the covariance matrix of uncorrelated
random noise is diagonal with AI=A2=A3. Seismic waves have polarization states that are
purely elliptical or rectilinear, and the mution is treated as purely elliptical from this
"point forward. In actual seismograms, simultaneous arrivals with different polarization
states often contribute to the same polarization ellipse, which causes the third eigenvalue
to become non-zero. Discarding the third eigenvalue therefore assumes that the desired
motion to be passed is in the plane of the two largest principle axes. Figure S-4 shows a

I schematic i a polarization ellipse.
The polarization filter contains an aperture function for passing motions which may

be close to, but not exactly in, the desired orientation. The aperture has the form cos"O
where the angle 0 is measured from the pass direction r. Any rectilinear motion polar-
ized at an angle e from r is passed with a reduced amplitude cos*$. The value n, which is
the aperture width, is an input parameter; typical values range from 1 to 50. If n=1, then

- the aperture is at its widest and the amplitude passed is just the cosine or projection. For
large n, the aperture is very small. Rectilinear motion at 30 * from r is scaled by a factor
0.15 for n=30.

_I The motion passed by the filter has orientation and amplitude which are found by
combining the polarization ellipse with the aperture function. Call av the vector from the
origin In Figure 8-4 to any point on the ellipse; a is the amplitude of the ellipse in direc-
tion v. Thus av satisfies the equation %,f the ellipse with principle axes A,1u and A2U2.
The multiplication of av by the aperture function cos'9 is a(v'r)*, since vT i coso. The
rectilinear motion passed by the filter, then, is the maximum of the ellipse multiplied by
the aperture function, i.e., the maximum of a(v.r)R over the entire ellipse. Call the direc-
tion of this maxlmura 9 and the amplitude of the ellipse in this direction 4. Then 49 is
always on the ellipse, but generally not in any of the directions r, up, or u,. If the
ground motion is purely rectilinear, this maximum motion will be in the direction of the
major axis, even with the effect of the aperture. The motion passed has an amplitude
A•(ut-r)* and orientation u,. If the ground motion is rectilinearly polarized in the pans
direction r, then the motion passed is simply Ar since ul'r - 1.

The ground particle motion 9 passed by the filter within each window Is formed by.1 the orthogonal input components rotated to direction 9:

I S. 3
'-I.U

Since the amplitude of the motion passed by the aperture was computed as d(9.r)*, a
scaling must be introduced to normalize the amplitude of the particle motion passed,
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Now S, is rectilinearly polarized in direction r and has amplitude determined by the aper-
ture and the polarization ellipse.

The final step in the filtering algorithm is the introduction of a scaling term related
to the ellipticity,

This scaling is applied as a point-by-point gain to the computed particle motion for each
window. If the polarization ellipse is rectilinear, A»>>A 2 and the scaling is unity. For cir.
cular polarization A,=•A and the scaling is zero. The parameter m is an input to the pro-
gram. This scaling term controls the filter response to particle motions which are not rec-
tilinear.

When the particle motion to be passed has been computed, the window contribution
is added onto to the output trace at the correct time lag. The processing algorithm then
repeats the above steps for each time and frequency loop summing the individual contri,,
butions to produce the final output trace, The algorithm for passing elliptically polarized
surface waves is similar to the rectilinear algorithm described above. The main difference
is that the computed motion is elliptical so two output traces are generated.

3.1.5. Applcatlon to Synthetic Data

Figure &-5 shows the application of three-component polarization processing to an
idealized test example. Three orthogonal input traces of 600 samples each contain four
separated arrivals. The first three arrivals are rectilinearly polarized with incidence
angles 0, 15, and 30 " from vertical. The fourth arrival Is circularly polarized in the
vertical-north plane; the north component is 900 out of phase from the vertical. Random
noise has been added and all three traces zero-phase bandpassed between I and 7.5 Hz.
The upper three input tracts in Figure $-5 have signal-to-noise ratio of 50. The fourth
trace shows the polarizationfiltered output designed to pass only particle motion rectil-
inearly polarized in the vertical direction. The aperture function was n--30, and the ellip.
ticity scaling parameter was m-1. The time window length used was four cycles of each
passband center frequency. The first arrival has been passed by the filter virtually
unscathed. The second and third arrivals have been reduced by the aperture function
cosa0 since, although rectilinear$ their orientation is not vertical. The fourth arrival is
elininated by the elliptcity scaling term
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I Figure S-5. Application of polarization filtering to a simple test example. The
input traces contain four arrivals; three are rectilinear with varying orientations
from vertical and one is circularly polarized. The filtered output is the rectilinear
particle motion in the vertical direction. The filter aperture function allows some
motion to pass which is close to but not exactly in the desittd polarization state.

IThe bottom set of traces are identical to the top set but the random noise level is
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because it is circularly polarized and A, = A2.
The bottom part of Figure 8-5 shows the same example except that the noise level

has been increased to S/N = 4. The peak amplitude of the processed trace is smaller
than for the low-noise case. In general, the effect of random noise is to increase the mag-
nitude of the second and third eigenvalues relative to the first eigenvalue. Therefore,
noise distorts the polarization ellipse and decreases the ellipticity of pure rectilinear sig-
nals. The algorithm attempts to compensate for noise by subtracting the smallest eigen-
value from the two largest and scaling by the ellipticity term. The net effect of additive
noise is to "smear" the performance by rejecting any signal that would be passed in the
noiseless case and passing any signal that would be otherwise be rejected. If several ran-
domly polarized seismic pulses are contained within the same window, the polarization
ellipse is affected in a manner similar to the addition of random noise.

3.1.6. Application to an RSTN Regional Earthquake Recording

The second application of polarization processing is to an RSTN recording of the
Goodnow, N.Y. earthquake of 7 October 1983 ( mb-5.1 ). The top three traces in Figure
8-7 are the three components of the initial P-wave coda recorded on the short-period
instrument at station RSCP in Tennessee. The epicentral distance was 12' . The initial
arrival is at approximately 4.0 seconds on this record.

Figure S•- shows the ellipticity, incidence angle and azimuth of the rectilinear
motion as a function of time and frequency. The bottom trace is just the observed vertical
component for reference. The ellipticity, which is the degree of rec.ilinearity, is quite
variable over time and frequency. The values prior to about 3.8 seconds correspond to the
ambient noise and are of little interest. The ellipticity is quite high at all frequencies for
the initial P-wave arrival at 4.0 seconds. However, the incidence angle at 4.0 seconds is a
strong function of frequency. The higher frequencies are generally more vertically incident
than the lower frequencies over the entire record duration. The incidence angle in the
band .5 - 2.0 Hs at 4.0 seconds is about 34 * and the azimuth here is very close to the
theoretical one of 223 '. The azimuth for energy which is almost vertically incident is
poorly determined because the horizontal vector component is very small and easily
obscured by noise.

The fourth trace in Ake&gure &-7 shows a polarization filtered output. In this case, rec.
tilinear P-wave motion emerging at an azimuth of 223* and an Incidence angle of 34"
from vertical has been passed by the processor as the dominant direction of rectilinear
motion in the time around ,A,0 seconds in the band .5 - 2.0 Hz. This time corresponds to
the initial pure P-wave signal. The results showed that the higher frequencies are polar.
ized more vertically than the lower frequencies. The fourth trace has relatively less high
frequency energy content than the vertical input trace. The fifth trace in is simply a
bhigJ-paaed version of the fourth tra.
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Figure 8.7. Polarization filtering applied to the 7 October 1983 Goodnow earthquake at,
RSCP. The top three traces show the 3 input components. The other traces are outputs
from polarization filtering. Trace 4 is the broadband rectilinear motion with an incidence
angle of 34 ". Trace 5 is a bandpassed version of trace 4. Trace 6 is the broadband rectil-
inear motion at an incidence of 5 ". Trace 7 is the rectilinear motion in the S, orienta-
tion. Trace 8 is the vertical input component scaled by the ground motion ellipticity as a
function of frequency and time.
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The sixth trace in Figure 3-7 shows the wide-band rectilinear motion passed for an
Sincidence angle of 5", which is approxim ately the dom inant polarization direction of the

higher frequency energy. A comparison of the amplitudes of the fifth and sixth traces
shows more high-frequency energy emerging at 5 * than at 34. The seventh trace shows
the rectilinearly polarized energy in the SV direction. The incidence angle used in this case
was 124%, 90' from the low-frequency incident P-waves. Several isolated packets of
energy are apparent in the St. motion which lag the rectilinear P-wave energy in time.

.1 All the results presented above were obtained using an aperture parameter of n=30, an
ellipticity parameter of m=1 and a window length of 4 cycles. The bottom trace in the
figure shows the vertical component of motion with a point-by-point gain function
applied. This gain is the frequency and time dependent ellipticity term with m = 10. The
gain is near unity if the particle motion is rectilinear.

I 3.1.7. Sunnary
An algorithm has been outlined for estimating the ground particle-motion polariza-

tion of three-component seismograms and filtering them on this basis. In this approach,
the polarization parameters are evaluated in the time domain as functions of time and fre-
quency. The assumption is made that each frequency component is elliptically polarized
over several cycles of its duration. Such a time domain approach obviates the need for
spectral estimation within short time windows associated with frequency domain tech-
niques. Polarization filtering is performed by passing only the vector particle motion with
the desired polarization state. An aperture function is used, allowing motion to pass
which is polarized close to, but not exactly in, the desired orientation. The polarization
processor was implemented to estimate and filter rectilinear particle motions on synthetic
data and on RSTN recordings of a regional earthquake.

The synthetic tests indicated that performance of the algorithm is sensitive to ran-
dom noise when high-resolution short time windows are used. Investigations are currently
being performed on methods of improving the processing performance on noisy recordings.

The second application was to the P-wave coda of a m4=5.1 earthquake in New York
State recorded at RSCP. Resulta showed a high degree of particle-motion rectilinearity at
the time of the direct P-wave arrival at all frequencies. However, the angle of incidence at
this time was a strong function of frequency. The higher frequencies were more vertically
polarined than the low frequencies, generally throughout the entire record. Subsequent
analyses of recordings at several RSTN stations have shown a similar frequency-
dependent polarization direction. Polarization filtering of this event showed 3 or 4 distinct
packets of rectilinearly polarized energy in the P as well an SV directions. The 8V energy
was delayed relative to the P pulses.

Future plans for research on this topic include applying the polarization processing
to P-wave coda of teleseismic recordings in an attempt to separate the contributions of
near-receiver scondary phases from near-source depth phases, implementing a filtering
algorithm for estimating and passing surface-wave particle mcotions, and investigating theI cause for the observed changes in P-wave polarizaton angles with frequency.

Andy Jurkevics



3.2. EXPANDED USE OF COMPUTERS IN REGIONAL DATA
ANALYSIS

Computer usage irL seismology has been primarily confined to the so-called number-
crunching tasks. These include tasks such as forward and inverse modeling, and the pro-
cessing of real time seismic data. The success of these methods relies on the many seismo-
logical observations that can be described mathematically in terms of source and path
effects. However, some seismological problems are interpretational and depend on the
ability to use concepts, relationships, and pattern recognition, as well as drawing upon the
Center for Seismic Studies experience and the experience of others. The analysis of data
from a regional seismic network involves both of these approaches. Numerical methods
are used for such tasks as event detection and location, and interpretational, or hueristic,
methods are used to distinguish real events from noise triggers, or local events from
teleseisms, or quarry blasts from local tectonic events. The heuristic methods are gen-
erally undertaken by human analysts since the rules the analyst uses are difficult to quan-
tify and thus difficult to program. However, as the volume of data handled steadily
increases, it will become necessary to automate and program these heuristic rules so that
the analyst's time and skills are used efficiently.

The goal of this project is to tap the skills and experience of human seismic analysts
and use these for improved automated seismic analysis. Over the course of the next few
Quarterly Reports, the Center will show its progress on a number of sub-projects involv.
ing the use of heuristic rules. These include:

* Improvements to detection processing algorithms including the use of three-
component data to constrain azimuth and angle of incidence, as well as the use of
Walsh transforms and frequency counters to discriminate regional and teleseismic
events.

* Improvements to post-detection processing including pattern recognition to
discriminate different types of events, and automatic association of events based on
recognized moveouts and wavdorms.

One of the tools being investigated for this project Is the sonogram. A sonogram is
essentially a plot of signal spectra versus time. Unlike an ordinary spectrum which is a
transform over a single time interval, the sonogram provides a running spectrum along a
seismic trace. An example of a sonogram for an event which occurred near Ottawa and
recorded on station RSNY is shown in Figure S-8. In many ways, the sonogram simulates
the process an experienced seismic analyst goes through in analyzing a seismic event. The
analyst looks at changes in amplitude and frequency along a seismic trace to identify an
event and its aisociated phase&. Much more information is contained in a sonogram than
is necessary for an analyst to interpret a signal. The question becomes (1) what simple
parameters does a human analyst visually extract fiom a seismic signal in order to Iden.
tify and classify a seismic event and (2) can these parameters be extracted from the sono-
gram in order to characterize the event for future comparison with other events. ideally,
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the computer would have a dictionary of event characteristics which il would use in a
correlation process to identify a new Event. Thus, the computer may eventually be able
to automatically identify a seismic signal and have this identification available as part of
the routine post-detection output.

Although the possibilities for heuristic processing of ceismic signals are virtually I
limitless, the Center will be focusing on this automatic identification problem in the work
and reporting on its progress in futura Quarterly Reports

Jay I1 PulliI
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i 4. STUDIES WITH REGIONAL SEISMIC DATA

"U•-.4.1. LOCAL ATTENUATION AND SITE EFFECTS AT RSTN STATIONS

Knowledge of the spatial and frequency dependence of seismic wave attenuation in
the earth serves two important purposes in seismology. First, it allows one to correctI .observed seismograms for propagation effects and retrieve information about the source
strength. Second, it allows one to include realistic propagation effects in numerical simu-
I lations for comparison with observed waveforms. Attenuation can be measured with a

- .- number of different techniques, depending on the frequency band of interest. One com-
-:.,mon technique is to measure seismic wave amplitudes from a given source over a great
..circle path that includes two stations. However, the measured attenuation value will only
be valid for that particular path. Any variations in attenuation which may exist along

' . that path -will be averaged into the final Q value. Additionally, such measurements at
high frequencies often show large variations, which is often due to wave scattering. As
seismology moves closer to handling realistic three-dimensional heterogeneous earth

-.- models, it becomes necessary to describe seismic parameters on a point-by-point basis,
rather than by path-averaged approximations. One way to estimate seismic wave
attenuation over short distances and at high frequencies is by measuring the amplitudes of
scattered waves in a small volume surrounding the source and receiver. These scattered
.waves, known as coda vaves, arrive at a recording site after the passage of the primary P-
and S-waves and comprise the tail of a local or regional seismogram. Coda waves have

-.been studied in a number of tectonically active and stable regions around the world andI their behavio9r has been successfully used to estimate properties of the source, path, and
recording site (e.g., Aki and Chouet, 1975; AMi, 1980; Herrmann, 1980; Pulli, 1984; Phil-
lips, 1985).

This study is aimed at determining the local attenuation and site effects at the
RSTN stations RSNY, RSCP, RSON, and RSSD. These stations are located within or
near zones of active seismicity and/or quarrying. Thus, numerous local sources are avail-
able for analysis. There are a number of models available for Interpreting the coda waves
generated by these local sources. All of these models can be expressed in the form:

A (fI t) = s(f) . R(f) . P(fI t)

SHere, A (f t) is the RMS amplitude of the coda at frequency f and lapse time t (measured
from the source origin time), S(f) is the source effect, R(f) is the receiver (or site) effect,
and P(fI t) is the path effect. A simple form of P(fl t) is

P(fi t) t-

where a equals 1.0 for body waves and 0.5 for surface waves. Q,(I) refers to the total Q
of coda waves propagating in an ellipsoidal volume surroutadinS the source and receiver.



Since the path term P(fj t) is the only one to depend on lapse time t, the logarithm of the
RMS amplitude of the coda versus lapse time at a fixed frequency f is thus inversely pro-
portional to QN(f)

(logl 0e)rf
1lg10[A(f I t)t = I - t

C is a constant which equals log 10[S(f).R(f)]. Thus, in order to determine Q,(f), the
seismogram is first bandpass filtered. The RMS amplitude of the coda is caiculated and
multiplied by to and the slope of the logarithm of this quantity versus t is calculated.

In this study, four frequency bands have been considered. These bands are outlined
in Table 4-1. The bands were chosen to be the same or similar to those chosen in the
above referenced works to allow comparison of the results. An example of the procedure
for the analysis of coda waves is illustrated in Figure 4-1. The event being analysed is an
aftershock of the 7 October 1983 Goodnow, NY earthquake (main shc-k m6 of 5.2). This
aftershock had mb 4.2. The seismogram has been filtered through band number 4 with a
center frequency of 12 Hz. After filtering, the envelope of the entire seismogram is calcu-
lated. Next, this epvelope function is low-pass filtered below 0,2 Hz to provide smooth
RMS amplitudes. For this exemple, the value of Q, obtained is 1100. For the approxi-
mately dozen events examined so far at station RSNY, the measured values of Q. obey
the relationship

QOf) - 75of

These values of Q, are somewhat lower than the values of Lg Q obtained by Hasegawa
(1985) and Concz and Dean (1986) for eastern North America, Hasegawa's measure-
merts indicate that the Q of Lg waves obeys the relationship QLt(I) , 900 t• while

Gooncs and Dean found that. Qt(f) - 1000 j1. A possible expluation for the lower

Table 4-1
VILTYER PARAMETERS FOR-CODA 4ALYSIS
Bad CitrFr--'nyM HBand- hH

1 1.50 1.00
2 II3.00 2.00
3 6.00 4.00
4 12.00 8100
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values obtained so far in this study is that the Q values are measured over much smaller
propagation distances. Studies of seismic wave attenuation in the Central and
Northeastern United States have shown that larger values of Q are obtained when meas-
urements are made over longer distances. Presumably, this is due to small variations in
Q which are averaged out over long distances and lead to a bias toward the larger values.
For the example show in Figure 4-1 the measurement was made for lapse times between
30 and 90 seconds. This time interval corresponds to an ellipsoidal volume of abcut 200
km in laterrl extent around the source and receivwr.

As this project continues, the analysis method will be applied to the other RSTN
sites and will compute both path effects and site effects. It should be mentioned that the
theory of coda wave propagation and efttenuation is one that is not completely understood
at this time. Questions remain as to whether single scattering or multiple scattering con-
stitutes the coda. In order to address these uncertainities, alternative models of the coda
will be applied to the data and the results obtained from each model compared.

Jay J. Pulli

4.2. DISCRLIMNATION OF QUARRY BLASTS FROM LOCAL EARTH-
QUAKES

Discrimination between quarry blasta and natural eawthquaken at regional distances
has long been a problem faced by seismic analysts. As regional seismic networks were
installed across the United States, analysts gradually 'learned' to recognize the charac-
teristics of seismic signals generated by quarry blasts and chemical explosions in their
study areas. These recognizable characteristics, such as the absence of dilatational P-
wave first motions and the presence of large-amplitude Rg waves, allowed experienced
analysts to reduce the amount of time spent on such events and devote their efforts to the
analysis of naturally occuring earthquakes,

Under a Comprehensive Test Ban Treaty (CTST), vast amounts of seismic
war'eform data will have to be analysed, and derived eismic parameters must be quickly
reported to central data facilities. Much of this effort can be handled by computers incor-
porating event detectors and post-detection processors. However, there will inevitably be
reporting stations and small arrays located new areas of active quarrying. The automated
systems should be able to discriminate between events from the quarrying areas and
events of interest to CTBT monitoring. In addition, there is the iesue of discriminating
between chemical blasts and nuclear explosions at similar locations.

During the 1984 GSE Technical Test, the United States cojktributed seismic parame-
ter data from six North American stations. According to US/r#SE/37, among the
analysis problems encountered, tAe greatest procedural difficulty ineolved the analysis and
reporting of local events. noe aheer number o1 locals cauaed a aerious 4alys8i proble.n.
Later review showed that the majority of these local events were quarry blasts and chemi-
cal explosions. Analysts adopted procedures based on signal characteriltics to identIfy
these local events, but these promedures were Invoked during the analyst review proctm
and thus still in'olv,,d considerable amounts of huwn intemvention and time.



Automation of these procedures would be beneficial to the analyst's tasks.

A number of investigators have examined the problem of quarry blast versus local
earthquake discrimination, with little success. For example, Gupta et al. (1984) exam-
ined the spectral characteristics of regional phases generated by quarry blasts, nuclearI explosions, and small earthquakes and found large variability from one event to another.
This large variablility prevented the establishment of a single discrizminant or set of
discA-hninants which could be universally applied to regional seismic data. In approaching
this problem, the Center for Seinmic Studies will not be looking for one discriminant
which works in all areas. Instead, the Center is concentrating on the study of regionally
dependent source and path effects which can be applied to specific stations for specific
seismic zones.

"This study reexamined the local waveform data for quarry blasts and regional earth-3 iquakes recorded during the GSE Technical Test. The starting point is the waveform data
from the RSTN station RSSD near Rapid City, SD, chosen because of the large percen-
tage of reported local 3vents and the obsorved distinct characteristics of quarry blasts in

I this area. For example, Figure 4-fa shows the short.period vertical recording of a quarry
blast which occured on 11 December 1984 at 22h 30m UTC. This blast was located
approximately 200 km %rom RSSD. A striking feature of this recording is the low-
frequency surface wave component arriving at a lapse time of about 90 seconds. These
surface waves have an apparent group velocity of about 2 km/sec. Figure 4-.b shows the
same recording, low-pan filtered to eliminate frequencies above 1.6 Hz. In this frequency

""I bni, these surface waves constitute much greater energy than the body wave phases.
The P-wave phases are largely invisible in this passband. Likewise, Figure 4-2c shows the
same recording high pass filtered to eliminate frequencies below 1.5 Hz. Note that onlyI[ the body wave phaoes and their respective codas show up in this passband. A simple way
to represent these d~stinqct characteristics is to calculate the difference between these two
pabands. Thu3, subtraction of the high frequency envelope from the low frequency
envelope produces a ulngle characteristic which identifies this quarry. Figure 4-Od shows
this differn•ce of the envelope functions, Note that the body wave phases appear as nega-
tive amp)itudes wherea the surface wave phases appear as positive amplitudes. Imple-
mentation of such a characteristic could be easily incorporated in the post-detection pro.
cesamw as a simple correlation.

Currently, a large number of regional events recorded at the RSTN stations during
the GBETT are being examined. Although the characteristic observed above has also
worked at station IMLCP, other characteristics which may be unique to each station or
seismic region axe being investigated. This is equivalent to the so-called 'learning process'
mentioned in the first paragraph. This learning process can be automated so that a sta
tion pr"mor can accumulate knowledge automatically with time and determine its own5 characteristics with time. This is the ultinata goal for this project.

Jay J. Pullit
Antoinette Campanella
Michael Tiberio
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4.3. SEISMOGRAM MODELING CAPABILITY

To model the effects of source depth and propagation to regional distances, the
Center for Seismic Studies has implemented an algorithm to obtain full wave solutions in
horizontally layered media by the superposition of normal modes (Harvey, 1981). A par-
tial evaluation of the major computational program FINDPOLE has been made for
application to various problems currently being addressed by the Center research staff. In
addition, some synthetic seismograms have been generated to illustrate the effect of vary-
ing source depth.

Table 4-2 lists the input parameters and computer requirements for a number of
simulations in a 4-layer New England crustal model (Foley et at., 1985), a 3-layer model
derived for the Canadian Shield (Taylor, 1985), and a similar layer over halfspace. Table
4-3 lists the layer parameters for each crustal model.

As expected, the run times in VAX 780 cpu hours increase approximately as the
square of the maximum frequency (fmax). Increasing the depth to the cap and the max-
imum time window (tmax) has an almost linear effect on the run times in these ranges.
Little is to be gained by restricting the solution to include only P-SV modes, since its run
time is comparable to that for the complete solution. The presence of the cap layer,
which is necessary to the locked mcde approximation for the inclusion of body wave
phases, can be eliminated for conventional surface wave -alculationa. Consequently, run
times are reduced considerably.

Table 4-2
FINDPOLE parameters

CMap deipth t. ax fmax cpu output uiz.
Mdl (kmn) modes (sec) (hi) (hra) (mbytes)

NE 54 pavah 100 2 1 0.25
NE 54 100 5 5.6 1
NE 54 200 2 1.9 0.5
NE 135 100 10 41 12
NE 135 100 5 10 3
NE 135 100 2 2.2 0.5
NE 54 100 10 21 5
CS 125 pavyh 100 2 1.2 3.5
CS 125 pr 100 2 0.8 0.2
CS 125 eh 100 2 0.3 0.2

LOHC 136 paveh 100 2 1.1 0.5
LOHC 136 pay 100 2 0.9 0.3
LOHC 136 sh 100 2 0.3 0.2
LOH pavsh 100 2 0.2 0.1
LO oh 1 100 2 ,0.05 0.05

6II



Table 4-3

Velocity models

New England (NE)
Vp Vs Density Thickness

(km/sec) (km/sec) (gm/cc) (kin)

5.31 3.07 2.75 0.88
6.06 3.5 2.75 12.21
6.59 3.8 2.8 21.51
8.1 4.68 3.3 20.0

16.0 9.0 3.5 cap

Canadian Shield (CS)
6.09 3.52 2.75 10.0
6.66 3.85 2.8 30.0
8.04 4.65 3.3 85.0

16.0 9.0 3.5 _ cap

Layer over halfapace LOHC and LOH (no cap)
6.4 3.7 2.75 36.0
8.1 4.7 3.3 100.0

16.0 9.0 3.5 1 cap

Figure 4-8 shows vertical seismograms for the first case in Table 4-2. The vertical
channels shown here for 4 depths have been filtered by the RSTN short period instrument
response. The relative amplitudes are plotted here to demonstrate the dramatic effect of
source depth on the amplitudes of h. and R,. Recent studies (Eissler and Kanamori,
1985; Kafka, 1985) have shown that the amplitudes of these phases relative to the body
wave amplitudes are extremely sensitive to source depth, particularly for events in the
upper 3 to 5 km of the crust.

The capability to compute full-wave seismograms represents an important analysis
tool for interpreting the complex wave features observed at regional distances. Whereas
recorded motions contain the effects of geologic irregularities within the crust and upper
mantle, for most cases the recorded motions are dominated by seismic phases that result
from horizontal wave guides in the earth. By assigning representative regional properties
to layered-earth models, synthetic seismograms can be made that closely resemble
recorded motions (e.g., Herrmann and Nuttli, 1075; Bache et al., 1980; Bache et at.,
1981). This capability is useful for interpreting recorded events and serves to further
establish reliabilities and deficiencies inherent in the idealized model. The capability is
also useful for revealing trends to be expected in regional observations. The Center is
currently applying the full-wave methods for interpreting key events in an effort to
explain observed signals and determine source parameters. Also, in accordance with the
Center's research plan, studies are underway to seek improved discriminants for determin-
ing source depth from regional observations.
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Figure 4-8. Calculated vertical response of an RSTN short period instrument to a vertical
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Simulations are currently being made for New England and Canadian Shield crustal
models to assist in projects relating to:

1. Evaluation of propagation and source effects on recordings of the 15 October 1985
Ohio and 19 October 1985 New York earthquakes at station RSNT.

2. mb and Li-magnitude biases between NTS and East Kazak nuclear explosions.

3. Discrimination of quarry blasts from earthquakes recorded at RSTN stations.

4. Modal analysis of surface waves at regional distance for depth information.

5. Modeling of regional phases recorded at RSTN and NORESS.

Paul Dysart
Gerald Frazier

4.4. MAGNITUDE SCALING OF HIGH-FREQUENCY EARTHQUAKE
SPECTRA

4.4.1. Introduction

The smallest events recorded at regional distances generally have dominant frequen-
cies above 1 Hz. The maximum signal-to-noise ratio for body phases along high Q paths
is expected to occur near the corner frequency of the source because the displacement
amplitude spectrum for ground noise in this frequency range (f > 1 Hz) decays roughly as
inverse frequency squared. Consequently, the magnitude dependence of the source near
the corner frequency is directly relevant to event detection. Also, high-frequency signals
are potentially useful for determining source parameters (e.g., depth and variable fre-
quency magnitude), and discriminating between earthquakes and explosions. For exam-
pie, spectral differences between earthquakes and explosions at frequencies above the
corner frequencies have been proposed as a possible discriminant by Evernden et at.
(1985).

This report reviews the high-frequency response of earthquakes in an effort to iden-
tify trends and to evaluate those characterizations used by Evernden et al. (1986). First,
source models derived from idealized representations of the fracture process are reviewed
and some apparent deficiencies are noted. To resolve theso deficiencies, an alternate scal-
ing relation that increases the sensitivity of high-frequency motion to earthquake magni-
tude Is proposed. Hligh-frequency recordings have become much more abundant in recent
years, particularly at close distances, and the interpretation of these data is actively being
pursued by several researchers. Review of these studies indicates that the high-frequency
properties of earthquakes are not well understood. Some researchers speculate that, In
many cases, the corner frequencies observed for small earthquakes may frequently contain
more information about the recording site than about the size of the source. Also, the rate
of decay of the high-frequency asymptote is still uncertain, although decay with inverse
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5I frequency squared is usually assumed.

4.4.2. Source Models

Conventional earthquake models produce far-field spectral amplitudes that approach
two asymptotes, one at high frequencies and one at low frequencies, as illustrated in Fig-
ure 4-4. The mid-frequency at which these asymptotes intersect is termed the corner fre-
quency, f,. The low-frequency asymptote is fiat in displacement amplitude, A(f), and the
high-frequency asymptote decays as the inverse square or cube of frequency depending on5 the model. This general behavior can be expressed by

A A (0)
_-A(f) A (+/f)• (1)

I (1+fl/dl'

5 where p = 2 or 3 denotes the model-dependent decay rate of the high-frequency asymp-
tote. This simplified relation represents only the asymptotic form of the source spectrum
and does not include model-dependent details of the source such as azimuthal variations
resulting from radiation pattern and directivity of the dynamic fracture.

The far-field displacement averaged over azimuth is proportional to the moment rate
of the source, and hence the low-frequency asymptote A(O) scales directly with seismic
moment, M0. The moment is given by

Mo (shear modulus) (source area) (average Offset) (2)

where Au is the static stress drop, L is the characteristic dimension of the source, and P
denotes proportionality. The length and width are assuned to be of comparable size.
The average offset then scales with the product of stress drop and source dimension to
obtain the above scaling relation for seismic moment (Kanamori and Anderson, 1975).5 ~The corner frequency at the intersection of the two asymptotes corresponds to a
time constant for the idealized fracture. Earthquakes may likely have several characteris-
tic times Including:

1. source duration, t &

Sn2. slip duration at individual points (rise timm) or time separation of fracture irregu-
larities, tr

3. 3. local transition time for the individual fracture irr"uWarites, to.

I
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For most idealized source models the time constant is the duration time for source
fracture, which scales with source dimension, i.e.,

f z L-I (3)

The scaling relations presented in (2) and (3) are substituted into the general3 asymptotic form of (1) to obtain the scaling relation for the high-frequency asymptote

3 A(f>>f,) m A - (4)(IL)'

First consider models that produce spectral amplitudes decaying at high frequencies as
inverse frequency cubed. Substituting p = 3 into (4) gives

A (1>>4,) Ad Af-". (5)
That is, the frequency-cubed models with a constant stress drop produce the same high-3 frequency radiation independent of earthquake size. Archambeau's model (1972) used by
Evernden et a4. (1986) has this characteristic for the P-wave radiation. As pointed out
by AMi and Richards (1980, p 822), this model does not appear to explain the entire radi.
ated signal. To compensate for the longer durations associated with larger earthquakes,
the amplitude of the high-frequency time signal would actually have to decrease with
increasing magnitude.

This point is expanded as a basis for subsequent comments on the scaling of high.
frequency motions. The time envelope of the far-field radiation from the source, narrowSband filtered at frequency f>>f,, is approximated by a quadratic time functio•, i.e.,

11(t IXfI) 2Uma IL. i (fe - t)(0)

where tL -1, L is the source duration. This function, illustrated in Figure 4-5, depicts
the gradual growth and decay In fault area that contributes to the signal as a function of3 time. The spectral amplitude is then the area under the narrow baud signal envelope:

A (f>I.j f -(4 f4,) di

I" 0

~'tL~ma*(7)

3
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For A (f>>f) independent of L, as in the frequency-cubed models with constant
stress drop (5), the implausible result is that the high-frequency envelope UrX must I
decrease with increasing source size.

It appears that earthquake models with a high-frequency asymptote proportional to
inverse frequency cubed do not include the effects of abrupt changes in fracture velocity.
Inclusion of a stopping phase in idealized source models results in a high-frequency asymp-i
tote proportional to inverse frequency squared. For these models with p = 2 and fP€iL
the high-frequency asymptote (4) becomes

A(f>>f,) ; Aa L (8)2

Here the high-frequency asymptote scales directly with the source dimension. The max-
imum amplitude of the high-frequency time signal Ur,. from (7) is now invariant of the

earthquake size, but the initial amplitudes ( t<<tL ) still decrease with increasing size to
accommodate the increases in source duration with increasing magnitude. This behavior,
illustrated in Figure 4-5, is still not consistent with observations and appears to consti-
tute a serious deficiency.

As mentioned before, it is the stopping phase that causes the inverse frequency-
squared asymptote. The stopping phase occurs along the exterior perimeter of the simu-
lated fracture, which scale linearly with the source dimension; hence, the spectral ampli-
tude of high frequencies scales linearly with source dimension. It seems much more likely
that irregularities In the dynamic fracture are distributed over the entire source area, As
discussed below, provision for small scale irregularities in the fracture process increases
the sensitivity of the high-frequency motions to source dimension.

Several studieo have demonstrated that the recordings of strong ground motions
from potentially damnaging earthquakes (M > 5.5) can be modeled by combintig the
recordings from small earthquakes in sufficient number to match the moment of the large
event (e.g., llartzell, 1978; fladley and tlelmbergerj 1980; Hadley et at., 1082). Time
delays for the small earthquakes are assigned to maiic the gross fracture velocity of the
large earthquake. With this procedure, the very low-frequency motions add together in
pihase, while the hight-frequency motions combine with essentially random phase. If N
Small earthquakes of length L and moment A? are used to construct one large earthquake
of length L>,L then moment M0 - N Ai , Note from (2) that the umonent and the low-
frequency awplitudes scale with length cubed to give

A0  1 Ll"" -i (0
4w ---
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The very low-frequency amplitudes for the small earthquakes A (I <<f) combine in phase
to produce the low-frequency amplitudes for the large earthquake, i.e.,

A (fC<<f/) = N (F4'P) (10)

3

1 (f <qv)

In contrast, the high-frequency amplitudes combine with random phase to give

A (f>>f) =vR A(f>>0 ) (11)

(13/2

Hence, there exists a reasonable basis for considering that the high-frequency ampli-
tudes for earthquakes scale with length to the three-halves power. This scaling relation
differs from that derived for both the frequency-cubed models (5) and the frequency.
squared models (S). In addition, the degree of coherence or randomness of high-frequency
phase may provide a magnitude-dependent parameter which effects the scaling of cornet
frequency with source dimension and stress drop. Introducing the result of (8) into (4)
yields

fe (12)

where q is the scaling power of L with high-frequency aiplitude. For a coustant strm
drop and q-3/2 this relation require: a scaling of Ji L 3"

4.4.3. Observations

A study of the Maninoth Lakes earthquake sequence (Archuleta et at., 1982) showed
a scaling of stress drop with selsmic moment. This and other studies (e.g., Chouet et aL.,
1978; Rautian et at., 1978; Bakun et al., 1976) suggests that the concept of similarity
among earthquakes (Ail, 1967) does not apply to events in the low magpitude range (Mt
< 5 ). The idea of asperities and barriers (Aki, 1984; Das aud AkI, 1977; Takeo, 1983)
has been useful in explaining some of the observations by providing niechanisms which
constrain the characteristic dimnenAons ol the source region while ailowing variable slip
functions and high-frequency behaevior. However, these mechanisms, although active in
some regiona, cannot be universally applied to all suiall events.

i0i



The independence of the various parameters used to describe the earthquake source
and the practical ability to measure them from high-frequency recordings has recently
come under question. The effects of site response and near-receiver attenuation have been

3found to have a severe effect on the shape of high-frequency spectra (Cranswick et at.,
S•.1985; Dysart, 1985; Frankel, 1982). Consequently, observed scaling relations are some-

times spurious and not related to the physical parameters implied by a single source
model or scaling law. These effects, together with a typically wide physical scatter in theU estimated parameters, especially stress drop estimates, make observed scaling relations
from high-frequency data difficult to interpret.

Some efforts have been made to improve source parameter estimates by limiting the
number of independent source parameters, correcting for site response, and using more
stable estimation procedures. A recent study by Andrews (1985) has shown seismic spec-3 tra which are more consistent with conventional scaling laws. Using only two indepen-
dent source parameters computed from spectral integrals he made the following observa-
tions in his study of the 1980 Mammoth Lakes sequence.

1. The spectral shape is independent of earthquake size, and adequately described
using seismic moment and corner frequency.

2. An /- falloff rate above the corner frequency provides a good fit to all the spectra.

1B 3. There is no clear correlation between stress drop and size.

4. There is a strong correlation between Brune (1970) and Hanks (1981) stress drops.

5. Stres drop has a log-normal distribution of stress drops with a standard deviation
of 2.

These most recent observations support the concept of similarity among earth-
quakes, and argue strongly in favor of a frequency.squared source model with constant
stress drop, and the scaling of high-frequency amplitudes with source dimension as shown
in near-field studies of peak ground accelerations (e.g., Campbell, 1981).

3 4.4.4. Summary

Simplified earthquake models in the literature fail to explain important observations
of earthquakes, such as the increase of the high-frequency time envelope with increasing

-- magnitude, and the scaling relationship between high-frequency amplitude and source
dimension, The frequency-cubed model used by Evernden et o. (1986) appears to require
high-frequency motion to increase with decreasing magnitude for a constant stress drop.

S.Their m odel therefore opposes the weight of earthquake observations which points to a
-2W falloff rate, and a scaling of the high-frequency envelope with magnitude. This report

presented a basis for scaling high-frequency amplitudes with the source dimension to theU three-halves power which partially alleviates this dilermma. Spectral amplitudes at high
frequencies are expected to decay with inverse frequency-squared as the result of irregular.
ities in the fracture process.
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Earthquake spectra are not easily observed at high frequencies because of the severe
effects introduced by wave transmission. Near-field observations of the Marmmoth Lakes
earthquakes demonstrate high-frequency decay as inverse frequency squared (Andrews,
1985). The stresoi drop estimates for these earthquakes appear to be log- normally distri-
buted with no obvious correlation to corner frequency.

The near-iiclld measurements of peak accelerations suggest a scaling of high-
frequency armplitudes proportional to some power of L. Similarly, the success in modeling
large earthquakes from the superposition of smaller events points to a scaling of high-
frequency amplitudes with a greater power of source dimension than implied by the con-
ventional frequency-squared or frequency-cubed models.

Gerald Frazier
Paul Dysart
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i 5. YIELD ESTIMATION

5.1. YIELD ESTIMATION USING mr(Ll)

In support of the DARPA Seismic Review Panel, classified yield and P-wave magni-
tude data were assembled for use in analyzing Nuttli's m4(L,) determinations for yield
estimation. In addition, WWSSN film records from selected Eurasian stations were col-
lected for most of the recent Shagan Test Site events. These records were provided to
Nuttli for his use in expanding the database of mj(L9 ) determinations for important
Soviet events, to provide a broader base for comparing mb(L.) yield estimates with those
from isotropic moment (M0) measurements as well as conventional P-wave magnitude
(m4) measurements.

Data from Rondout Associates for NTS Lg magnitudes were also considered, as were
a number of Lg magnitude determinations for Shagan events made by Alexander fromI GRFO records.

An m6(L,)-yield relation for NTS was derived from the original Nuttli data set.
This relationship was used to predict the yield of approximately 30 of the larger Shagan
events. Using the yields predicted from Nuttli's mb(L.), an ;n(P)-yield relationship was
derived for Shagan for direct comparison with the official AFTAC formula to arrive at an

i estimate of the formula bias. This information was used by both the DARPA and
AFTAC Panels in arriving at their estimates of the formula bias between NTS and the
Shagan River Test Site.

Analysis of the combined m4(L 1 ), mb(P) and M0 data for United States and Soviet
explosions is continuing, in an attempt to identify systematic difference3 between the test
sites which might influence the accuracy of the yield estimates of Soviet tests based on
NTS mb(L,)-yield relations. Results of this research will be reported In a separate clams.
fled report to be isued for the first quarter of 1986.

"I George Bulin

S I 5.2. ESTIMATES OF SEISMIC COUPLING AND NUCLEAR EXPLOSION
YIELDS USING SEISMIC MAGNITUDE AND MOMENT DATA

I ~Observations of the spectral character of direct compressional waves fromi under-
ground nuclear explosions, both in the near and far field distance ranges, suggest that the
purely explosive-produced P-wave has a form that can be represented by a simple step
function pressure equivalent. Here, however, the "elastic radius" for the equivalent source
is significantly larger than the radius at which high strain flow and fracture effects cease,
and corresponds to the (mean) radius where strain-dependent losses, at relatively low
strain levels in the range 10"4 to 104 , cease.

Using this simple equivalent source representation and the assumption that the (rev.
tersable) work done on the medium outside the elastic radius is proportional to yield, It



follows that mb values depend directly on yield and upon two source-dependent coupling
parameters K, and KE, which are termed the non-linear and elastic coupling parameters,
respectively.

On the other hand, M, is dependent only on yield and the non-linear coupling
parameter K,, while the moment M0 is simply related to M, and is dependent only on K,,
and the Poisson ratio at the source elastic radius, as well as yield. The coupling parame-
ter KE may be expressed in terms of the elastic velocities at the elastic radius of the
source, while K, is strongly dependent on a variety of local material properties, including
porosity, water content, pressure, and the fracture density within the material surround-
ing the explosion.

It is found that the available magnitude-yield data for United States nuclear explo-
sions, in a wide variety of media, require four sets of the coupling constants K, and KE for
a simultaneous description of both the mb and M, observations. The reaulting empirical
magnitude-yield curves correspond to a high-coupling set for mb and M,, two intermediate
sets, and a low-coupling set. The high-coupling set is shown on Figure 5-1 as an example.

These magnitude-yield curve sets provide a means of estimating yield using both m,
and M, together, provided tectonic release effects and differences in test site absorption,
relative to NTS, are taken into account. On the other hand, if the range of coupling at
some other test site is assumed to be within the range sampled by the United States data,
then it is possible to estimate the (combined) difference in near-site absorption and tec-
tonic effects between NTS and any other site.

This inference method is applied to Soviet explosion data, with the objective of first
estimating absorption and tectonic release differences. Both (mi, Mf,) and (mi, M0) data
indicate a difference in absorption between NTS and the Kasakh test site, which is such
that observed mb values from Kazakh will be larger, by 0.31 - 0.35 magnitude units, thtm
those from NTS for explosions of the same yield as shown in (Figure*5-2and5-3). Next,
using a moat probable value of 0.32 for the mi bias between the sites, the yields of the
largest Kazakh explosions were estimated using the appropriate sets of (corrected) cou-
pling curves, where it is required that the tectonic.release-corrected M, (or M0), as well as

the mb observations, give the aame estimate of yiel., in order to achieve consistent Mb
and M, (or M0) yield estimates. This procedure results in estimates of Soviet test yields,
with the largest values all very near 150 kt. In particular, by this anialysts two events
since 1978 have values somewhat larger than the 150 kt value (i.e., near 170 and 180 kt),
with the remaining large events having most probable yield values at, or slightly below,
150 kt as shown in Figurc 5.4

Charles Archambeau
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5.3. NUMERICAL TESTS OF SURFACE WAVE PATH CORRECTIONS

In determining path corrections, an approximation is made which separates the
observed Rayleigh wave spectrum into source region and path dependent functions
(Stevens, 1985). The formulation and suggested approximations were given by McGarr
and Alsop (1967). If one assumes no mode conversion or reflection and normal incidence
to the boundary, the approximation is equivalent to assuming that the total horizontal
energy flux remains constant during the transmission of each mode across the boundary.
This approximation will be referred to as the Conservation of Lateral Energy Flux

- (CLEF).
CLEF was originally proposed to estimate the transmission coefficient of teleseismic

Rayleigh waves crossing continental margins at near normal incidence. Bache et (i.
(1978) applied this approximation to near source boundaries on the assumption that the
center of radius of curvature of the boundary between source and receiver roughly
corresponded to the source location. This geometry reduces the effect on geometric
spreading when crossing the boundary. The Gaussian Beam approximation for Surface
Waves (GBSW) also conserves the lateral energy flux. In addition, it includes the effect
of lateral heterogeneity on geometrical or optical spreading, Both appreximations assume
that the elastic transition zone is gradual compared to the wavelengths involved so that
mode conversion and reflection is negligible.

- i Since neither approximation was intended for the use made by Bache et at., it isI important that their validity be tested for limited source regions with possibly sharp
boundaries such as low velocity basins. With this in mind, Rayleigh wave seismograms
were calculated for explosive sources at depth in a finite vertical cylinder with contrasting

_i elastic properties embedded in a vertically stratified propagation media. The technique
couples lateraly inhomogeneous finitceelement calculations of the source region with
G Green's functions for teleseim- ic Rayleigh waves using the ehstodyntulic Representation
Theorem (RT).

The source is modeled in the finite-element code by adding a stress-glut of constant3-I moment to the dilatational stress at the centroids of two adjaxent elements along the i-
axis of the mesh, Stresses and displacements associated with the total wave field pro-
pagating out of the source region are monitored at a series of surrounding nodes located in
the exterior medium of the finlte-element geometry. The RT method is then used to cal-
culate the teleselsvnie Rayleigh waves by convolving these stress and displacement tin"
bistorles with the appropriate Greea's functions for exterior propagating medium. The
"• Green's f, nlo"3 are fundarental mode Rayleigh waves due to point forces at depth and
are calculated by a modal program for the vertically inhomogeneous propagation wedlim.
The elastic properties of the exterior region of the finite-element geometry are the same as
those on the surface on which the representati;on theorem is applied in the teleseismic pro-.
pagation medium. Because the RT coupling is performed after the wave field has pro-
pagated out of the source material, multiply reflected and converted phases are taken intoI account. Those Rayleigh waves for various source material contrasts are compared with
the CLEF and GUSW approximations.

The source region medium is a cylinder with a radius of 1.8 kLn and extends from the
!n rfue down to a depth of 1.8 km The.ourcecylinder is embedded in half space of
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the same elastic properties as that of the upper part of the propagating medium. The RT
surface, over which the propagation Green's functions are integrated, surrounded the plug
at a distance of 0.3 km into the half space of propagation material. The RT surface is
composed of 11 nodes or rings per side with a spacing of 0.2 km. The propagation model
is CIT109, which is based on western United States observations and has a 14 km thick
upper crust. The three elastic materials used in the source medium cylinder are char3c-
teristic of the shot point properties at three NTS areas; Climax Stock, Pahute Mesa, and
Yucca Flat. The seismic velocities, densities, and other material properties for the source
media are given in the following table.

In order to demonstrate that modeling an explosion by applying a stress glut at two
elements along the the vertical axis was sufficient, an RT calculation was made in which
the source medium was the same as the surrounding medium. Then its analytic Rayleigh
wavo analog was calculated, a point explosion at a depth of 0.4 km in the CIT109 model.
The time domain records of both calculations as seen through a long period WWSSN
instrument at 3000 km were essentially indistinguishable. The maximum error was less
than 2%,

Previous reports have focused on dine domain comparisons between RT and CLEF.
Since the phase of the CLEF calculation is not used to estimate the explosion and tec-
tonic release moments, this report it. restricted to comparisons of amplitude spectra and
spectral ratios. Figure 5-5, shows foe spectra and spectral ratios of the anslytic and RIT
synthetics for the pure CIT109 m.•odel without the WWSSN-LP Instrument. The fre-
quency range is 0 to 2.5 h.z The ipettra on the right side of the figure is decimated 4 to I
for clarity of display. The agreement between the two calculations is excellent out to the
roll-off frequency of the cosine 'iAter which was applied to the finite elemernt forcing func-
tion before their decimation o 0.2 second time steps. The original finite elememt time
step was considerably smaler, by nearly a factor of 13.

Figure 5.0, shows in grtetcr detail the longer period portions of the spectra of these
two runs with and without the Instrumeat. At the top, the ihsument for these

Mat'rial Properties of Source Itegion Models

SOUICI P icir (A+21A)cIr

"MODE)L (S) km/s kin/s gm/cm, 3 -- .. l
---- ,- - - -,)

YUCCA 2.35 1.30 1.86 10.7 10.2 3.27
PAIIUTE 4.00 1.90 2.30 4.06 2.86 4,43
"CLIMAX 5.33 2.78 2.67 1.63 1,39 3.68
CIT109 6.20 3.51 2.74 1.00 1LO0 3.12
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I

frequency ranges is on the right. The latter frequency range gives the best detail of the
frequencies of interest in estimating seismic moments using surface wave path corrections.
At periods greater than 50 seconds, the RT calculation has larger amplitudes than the
analytic or exact synthetic. This can be considered ti-r long period upper limit to the
accuracy of the RT calculations.

Figure 5-7, displays the spectra and spectral ratios of RT calculations for the three
source media and their CLEF approximations. "*.a agreement between RT and CLEF
spectra is good, especially considering the rational behind the approximations. The three
cases all show the same character in that CLEF spectra is smaller than RT at long
periods and greater at higher frequencies. The crossover is somewhere between 20 and 10
seconds period. Because of the small vertical extent of the inhomogeneous source region
relative to the wavelengths of the surface waves, the difference between the spectra of
CLEF and GBSW is negligible for periods greater than two to four seconds. Although not
shown here, at frequencies higher than 0.25 hz, the GBSW approximation is better.

Peter Glover
David G. Harkrider
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1 6. SYSTEM AND DATABASE DEVELOPMENT

6.1. ACQUISITION OF NORESS DATA AT THE CENTER FOR SEISMIC
STUDIES"

5 6.1.1. Introduction

The Norwegian Regional Seismic Array System (NORESS) is a sophisticated,
unmanned array of seismometers that continuously transmits digital seismic waveforms
to locations where they are recorded for subsequent analysis. NORESS is designed to
detect high-frequency seismic waves that are characteristic of underground explosions and5[ small earthquakes recorded within approximately 2000 kilometers of the source regions.
The system produces high quality digital recordings for verification research. The
NORESS database is important in research aimed at improving methods to detect and5 discriminate earthquakes and underground nuclear explosions at regional distance ranges,
and determine source characteristics of the detected events.

The array has been in operation since October 1984. It was officially dedicated on 3
June 1985. NORESS consists of 25 seismometer sites arranged in a tapered array of con-
centric circles which are logarithmically spaced and within an area three kilometers in
diameter. Data from the array are transmitted continuously at 32Kbits per second to
four receiving sites around the world, one of which is the Center for Seismic Studies. This
report contains a description of the array and the hardware and software procedures
employed at the Center for the collection of the NORESS data.

6.1.2. Description of the Physical System

NORESS is located 100 kilometers north-northeast of Oslo, about 20km east-
southeast of Hamar, Norway. NORESS is co-located with a much larger seismic array,
called NORSAR (Norwegian Seismic Array), which was developed earlier through a
c.ooperative project between Norway and the United States Defense Advanced Research
Projects Agency.

There are 25 seismometer sites comprising NORESS, of which four are three-
component short-period instruments (TSP) and 21 are vertical-component instruments
(SP). In addition, located at the center site is a three-component, broadband (BB)

n instrument generating mid-period and long-period data. All of the TSP and SP elements
are sampled at 40 samples/second, the mid-period element is sampled at ten
samples/second, and the long-period at one sample/second.

Each of the 24 outlying seismometers (those other than the hub) is installed in a
vault, a partially buried concrete and fiberglass housing which provides physical protec-
tion. Vaults are rigidly anchored to bedrock. This ensures high quality reception of
seismic signals of interest and minimizes interference caused by pressure fluctuations in
the air or local disturbances of the soil. In addition to the selsmometer(s), the vault con-

tains electronics to amplify seismic signals, circuits to convert signals from analog to digi-
tal form, authentication circuits, seismometer calibration circuits, and optical
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transmitters and receivers.
The hub is the operational center of the array as well as its physical center. It has

two 60m deep holes for its seismometers. The downhole instrument package contains a
complete set of electronics in addition to the seismometers. Two cables connect the hub
to each outlying seismometer. One, a conventional wire cable, transmits electric power.
The other, an optical fiber cable, transmits data. Use of the optical data transmission
eliminates electrical interference from lightning, power lines, or similar sources. The hub
also services all the other seismometers by providing electric power, timing signals, cali-
bration commands and by receiving, assembling and transmitting all data. A telephone
line carries the data to the Norwegian analysis center in Kjeller; a dish antenna transmits
data via satellite to three data centers in the United States.

The geometrical configuration of the NORESS array is shown in Figure 6-1. The 25
seismometer sites are arranged in concentric circles around the hub. The circles are
referred to by the mnemonic names of A, B, C, and D with radii of 150m, 300m, 700m,
and 1500m, respectively. The seismometer sites are numbered sequentially, starting at
one in the north and increasing clockwise. These numbers are the lower identifying
numbers on Figure 6-1. The upper 'dentifying numbers are the channel identifying
numbers (CID) represented in hexadecimal notation where the individual binary bits of
the CID have the following meaning:

SP: 0 through 1F hex
TSP: 20 through 3F hex
BB: CO through DF hex

Binary bits 0 through 5 are called the channel ID field and bits 6 and 7 are the frame ID
field (bit 0 is the least significant). The frame type is determined according to Table 6-1.

Table 6-2 summarizes the configuration of the whole NORESS array as of 30 Sep-
tember 1985. Because of the research nature of the array, its configuration changes from
time to time. Table 6-2 should not be used for subsequent time periods. The first column
in the table is the component sequence number followed by the CID and the site
mnemonic. Next is the instrument sequence number and the component identifier. The
subsequent numbers describe the distance from the array center in the north-south and
east-west direction and the elevation above sea level. All distance measurements are give
in meters. The last column shows the instrument type.

Table 6-1
CID bit Frame Type
7 6
0 0 SP Z-axis ID
0 1 SP N-axis ID
1 0 SP E-axis ID
1 1 Broad Band ID
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I. NORESS ARRAY CONFIGURATION
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Table 6-2 NORESS Seismic Array - Lat 60.7353, Lon 11.5414
Seq. CID Site Seq. Comp. NS(M) EW(M) ELEV(M) INSTRUMENT

1. 21 AO 1. SPZ 3 4 302 GS-13
2. 61 AO SPN 3 4 302 GS-.3
3. Al AO SPE 3 4 302 GS-1i
4. OD Al 2. SPZ 146 49 291 GS-13
5. OE A2 3. SPZ -103 108 311 GS-13
6. OF AS 4. SPZ -30 -143 296 GS-IS
7. 17 Bi 5. SPZ 321 70 299 GS-13
8. 18 B2 6. SPZ 30 334 315 cS-13
9. OA B3 7. SPZ -298 143 314 GS-13

10. OB B4 8. SPZ -217 -228 299 GS-13
11. OC B5 9. SPZ 163 -272 289 GS-13
12. 13 C1 10. SPZ 687 109 299 GS-13
13. 22 C2 11. SPZ 341 603 339 GS-13
14. 62 C2 SPN 341 603 339 GS-13
15. A2 C2 SPE 341 603 339 GS-13
16. 14 C3 12. SPZ -238 647 352 GS-13
17. 23 C4 13. SPZ -857 208 311 GS-13
18. 63 C4 SPN -857 208 311 GS-13
19. A3 C4 SPE -657 208 311 GS-13
20. 15 C5 14. SPZ -569 -396 299 GS-13
21. 18 CO 15. SPZ -48 -887 303 GS-13
22. 24 C7 18. SPZ 548 -447 275 GS-13
23. 04 C7 SPN 548 -447 275 GS-13
24. A4 C7 SPE 548 -447 275 GS-13
25. 04 D1 17. SPZ 1480 192 305 GS-13
26. 05 D2 18. SPZ 1015 1098 372 GS-13
27. 06 D3 19. SPZ 76 1493 453 GS-13
28. 07 D4 20. SPZ -901 1189 379 GS-13
29. 08 D5 21. SPZ -1451 335 348 GS-1i
30. 09 D6 22. SPZ -1326 .- 81 352 GS-13
31. 10 D7 23. SPZ -500 -1308 337 GS-13
32. 11 D8 24. SPZ 414 -1336 30L GS-13
33. 12 D9 25. SPZ 1257 -802 278 GS-13
34. C1 E0 26. IPZ .2 3 247 KS-36000.04
35. Cl E, IPN -2 3 247 KS-30000-04
38. C1 E0 IPE -2 3 247 KS.38000-04
37. C1 EO 27. LPZ -2 3 247 KS-30000-04
38. C1 EQ LPN -2 3 247 KS-30000-04
39. CI EQ LPE -2 3 247 KS-36000-04

6.1.3. Hiardware Connection at the Center

Communication of the NORESS data to the Center relies on a radio frequency satel-
lite transmission link. The first leg of that link uses direct transmission from the
NORESS hub station to an Intelsat Atlantic satellite, which retransmits the data to the
Intelsat receiving station at Etam, West Virginia. The signal then is relayed via a

so



domestic satellite, Comsat, to the Center. The receiving antenna is located on the top of
the building in which the Center resides. From there, the signal is sent via cable to the
14th floor computer room.

Figure 6.2 illustrates the physical connection from the Comsat signal conditioning
equipment to the DEC PDP 11/44 computer, which is dedicated to the NORESS data
acquisition. The data is routed through the Loral Data Systems Data Processor,
Analyzer, and Display System Mark II (d/pad mk II). The d/pad is a microprocessor-
controlled decommutator that performs all of the functions of the central front end of a
ground station. The d/pad processes the serially-encoded, noise-contaminated data
stream and outputs reconstructed parallel data in real-time. The effective data rate at
this point is 32 Kbits/second. The data is captured by a host adapter subsystem consist-
ing of two printed circuit boards: one AXIS, Inc. DR1l FIFO (first-in-frst-out) Buffer
Module and one MDB Systems, Inc. MDB-DR11-W Direct Memory Access (DMA)
Module, as shown on Figure 6.2. The d/pad is programmable to the extent that a data
frame sync pattern can be entered and it will search the incoming bit stream for that sync
pattern and present complete frames to the subsequent electronics. The FIFO Buffer
Module provides synchronizing logic for aligning incoming data blocks with d/pad frame
and master frame boundaries. It provides buffering for a maximum of 65536 16-bit words3 of d/pad data organized in FIFO memory. The MDB-DR11-W DMA Module is a 16-bit
parallel interface zompatible with the DEC PDP/i1-44 Unibus. It is used to provide a
high-speed DMA data path for d/pad data from the FIFO Buffer to the computer's pro-

I ceesor and memory.

6.1.4. Data Format

The basic unit of data transmission is a 50-word frame (16 bits per word); the first
word of each frame is a constant, fixed bit pattern: F325 hex. A collection of 40 frames
constitutes a master frame. The master frame contains real-time data as well as delayed
data. The delayed data time difference is 261 seconds (at this writing). The master
frame has the following configuration:

Real time hub status frame
20 real-time data frames
Delayed hub status frame
18 delayed data frames.

I The three frames from any TSP element are always transmitted consecutively in
either the real or delayed section. Frames from the center TSP and the BB instruments
are always transmitted both in the real-time as well as delayed. No frame is sent twice in
either section and idle frames replace any element frame which is not in sync so that bit
synchronization can be maintained at the master frame level.

The CID order of the components received in the real time transmission section of
the master frame are as follows: 4, 6, 8,10, 12, 22, 62, A2, 14, 16, 24, 64, A4, 18, B, D,
21, 61, Al, Cl. The CID order of the components in the delayed section of the master
frame are an follows: 5, 7, 9, 11, 13, 23, 63, A3, 15, 17, A, C, E, F, 21, 61, Al, Cl.
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A more complete description of the data is available from: "Regional Seismic Array

System Hub Processor", 20 June 1984, published by Sandia National Laboratories. What
follows here are the highlights from that description.

Table 6-3 shows the hub status frame format.
The master frame number is increased by one for every subsequent frame and it is a

14 bit counter, thus it recycles about once every 4.55 hours. The 5 words of GMT contain
the time in the following order: milliseconds, seconds, minutes, hours, and days. Each
digit of every time element is coded into four binary bits, thus a hexadecimal representa-
tion of the time becomes human readable but, of course, the computer must shuffle the5 bits around in order for the time words to be computer readable.

The contents of status bytes and words are described in great detail in the above
mentioned reference; they are concerned mostly with the engineering state-of-health
(SOH) information of the array.

Table 6-3 Hub Status Frame Format
Frame Sync Word I F325 hex

Frame Sync Word 2 = 0CDA hex

Master Frame Number

GMT Words 1, 2, 3, 4, 5
Hub Analog Status Words I through 10

I Port 0, 1 Status Byte
Port 2, 3 Status Byte

Port 4, 7 Status Byte

iPort 6, 9 Statue Byte

Port 6, 7 Status Byte

Port 10, 9t Status Byte
Port 12, 11 Status Byte
Port 14, 15 Statue Byte

Port 16, 17 Status Byte

Port 16, 19 Status Byte

Port 20t 21 Status Byte
Port 22, 23 Status Byte
Port 24, 25 Status Byte

General Status Word
Uplink Time Position Word

Last Hub Command Word
Last Command Byte, Last Command Element

13 Words of Multiplexed Digital Status

1 Word,- Content Undefined

I!
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The other frames consists of either an SP-type or BB-type data with the exception
that if an instrument is not available, then an idle frame appears in its place.

Table 6.4 gives the format of the SP frame.

Time words one and two represent different significant parts of the same 28 bit
counter; one is the reverse representation of the other. The AID is the 4 bit array ID
which should always be = 1. The CID is in the upper order byte of the next to the last
word in the frame. Each seismic data word is a 16 bit gain ranged digitized representa-
tion of the sensor analog signal. The most significant two bits of the seismic data word
are encoded by the element processor to indicate the gain select value, which is a multi-
plier of the low order 14 bit value, as shown by Table 6-5.

The format of the BB frame is given in Table 6-6.

The GTSOH and DH SOH status words represent coded indicators of the monitoring
of voltage, temperature, and pressure of the seismometers. All the other items in the
frame are similar to the ones for the SP frame.

If any component is not in sync, then an idle frame is transmitted instead of the
standard frame, The format of the idle frame is given in Table 6-7.

Note that bit 14 of the master frame number, the good/bad flag, is set to zero for
the idle frame.

Table 6-4 SP Frame Format

Frame Sync Word I F325 hex

Master Frame Number
Time Word 1

Time Word 1, Channel Status

40 Words of Short Period Data

Channel 801H
______Command

Command) AID, Time Word 2

Time Word 2

CiD, FA hex

6 Bits Undefined, 10 Bit Authentication Number

Table 0-5

Bit Cain Select
15 14

+o' '128
0 1 32
1 0 8

90



I Table 6-6 BB Frame Format

Frame Sync Word 1 = F325 hex
Master Frame Number

Time Word 1
Time Word 1, BB Channel Status

10 Words of IPZ Data in Order Collected
10 Words of IPN Data in Order Collected
10 Words of IPE Data in Order Collected

LPZ Data Word
LPN Data Word

LPE Data Word

GTSOH Status
DH SOH Status Word 1

DH SOR Status Word 2
DH SOH Status Word 3

4 Unused Words, All
Command

Command, AID, Time Word 2
Time Word 2
CID, FA hex

SBits Undefined, 10 Bit Authentication Number

Table 6-7 Idle Frawe F'ormiat

Frame Synt Word I ftF325hex
Master Ptaine Number (bit 14 -0)

48 Words, All 55% hex

3 OIL1. Acqultldan Software

The remaining parts of this article deurilbe coftware development plans as prepared
in July of 1985. While the objectives have changed only in small ways since that tine,
many details have changed iu major ways as of the current date (April 18M).

The data collection is a two-stage process which leads to the ultimate archiving at
the Center. The first stage is the collection of the data in real-time through the electron-
ics described in the previous sections, The software, described below, gathers the statis-

tics of the data cc'tection, such as master frame number continuity, time word synchroni-
"mateon, etc., and strips oft all of the unnecemsary items from the data stream and then
writes the data onto tape. Some days alter the data collection, the detection l6t for the

i • corresponding time period arrives from the NORESS site via elteo~ime mal. This list is3 matched with the raw data tape and the data segmentation program extracts the time
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period indicated by the detection list. The data archiving software is then invoked for the
segmented waveform data.

Additionally, a quick-look capability exists which, when invoked from a Tektronix
4014 graphics terminal, displays the last two minutes of data collected on all available
SPZ components. This display takes a few minutes to complete but every time it is
invoked, it gives the latest available data.

6.1.6. Data Collection

As data enters the computer, it is captured by the software driver which uses a stan-
dard DEC DR11-W protocol. The data enters the computer memory and is made avail-
able to the data collection software. Statistics are gathered related to the data quality.
The most elementary check is already made by the d/pad, which synchronizes the bit
stream according to the master frame sync. Thus, the data would not even get to the
computer memory unless the master frame is in sync. There are many other checks which
are possible and the following list shows the ones that are done by the data collection
software. The basic unit of time for which the statistics are entered into the log is the
rollover of the moster frame number, which takes about 4.55 hours. Discontinuity of the
master frame number will also cause a separate entry.
(1) The continuity of the master frame number is checked, The master frame number

should Increase by precisely one between subsequent master frames. The real-time
and delayed master frame numbers differ by 261 in the same master frame.

(2) Frame syncs exist for every frame within the master frame.
(3) Matter frame number bits 14 and 15 are consistent. The master frame number

appears in the status frame where these top two bits should be zero. The sate
number also appears as the second number in every other frame but with the top
two bits set to one. Mt 14 is uwed as the good/bad flagand bit 16 is zero in the
hub status frame but a one in every other frame.

(4) No port status byte in the hub status frame should have an unknown element
type. This condition is Indicated by the three least significant bits of the port
status byte being all ones.

(5) The uplink time pattilon word in the hub status frame has a particular format
which can be checked. This word contaln" a bit and byte time related to the
uplink transfer of the real hub statue frame. The bit and byte time are located in
the soven most and the nine least significant bite of the word, respectively. The
bit time should never exceed seven and the byte time starts with 12C hex at the
top of the command frame and counts down to ero.

(6) Every component occurs at moot once in the master frame, If it does not, then it
must be replaced by the idle frame. Also, all three TSP components must occur
consecutively in either the real.time or the delayed sections

(7) The hub digital status word in the hub status frame should have the value of IFF
hex. The iudividual bite represent bit sync lock, carrier lock, etc. indicators and
each bit should have a one as its value,

(8) The value of the AID in all of the S P and BI3 frame should be oue.
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(9) The value of the Channel Status represents the clip flag, calibration flag, and
motor status. This value should be zero.

(10) The four unused words of the BB frame, words 42 through 45, should be all zero.
(11) The CID order should be constant except for the idle frames and the low orderI byte of a valid CID = FA hex. Although the port connection order at NORESS is

indeed different than originally planned, there is no reason that it should change
often. Any change of CID order should be reported in the statistics because it will
trigger actions in the subsequent software.

(12) GMT continuity must be checked. The GMT should only increase by one second
for every master frame. A substantial deviation is a sign of error. This one
second increase is not always precise in practice. It has been observed that the
GMT gains a millisecond about every 70 seconds of real-time data. Certain time
corrections must also be folded into the data presentation but this should be the

- function of the data segmentation software.
(13) The time words one and two can be checked for consistency with each other.

They both appear in the same positions in the TSP and BB frames and they are
II each split into two different words in the frame. They represent different signifi-

cant parts of the same 28 bit frame counter. Time word one contains the 2**0
through 2**23 bits in reverse order. Time word 2 contains frame count bits 2**0
through 2**19 and 2**24 through 2**27. The overlapping bits can be checked
against each other and a disagreement logged as an error.

(14) Time words one and two should be checked for continuity between adjacent mas-
ter frames. They combine to make up the 28 bit frame counter which is incre-
mented by one for every master frame. The continuity from frame to frame must
be checked and reported in the statistics if there is a deviation. The frame counterI -, is independent across CID's, thus they have to be checked for every CID.

(15) Every TSP and BB frame contain an authentication number which can be used as
a measure of goodness. The authentication plans of the NORESS data are
currently in progress. When complete, they will become part of the statistical
measure.

After the data are examined and the statistics logged, the data of seismic importance
are saved in chronological order. At the start-up, the real-time CID frames will be
replaced by idle frames in order to maintain the time continuity. The center TSP and BB
instruments are transmitted both in which frame to keep. If both are the same, It does
not matter which is kept. If they are different, then the one which pases the authentica-
tion will be saved. If they both fall the authentication, then the frame which has the least
number of problems according to the above described statistical measures will be saved.

The data is buffered on disk, the amount of data buffered being a function of
resource availability. If there is enough room on disk, then perhaps a whole day's worth
of data can be buffered before putting it on tape. Preliminary estimates indicate that
after the unnecessary part of the data is discarded, the data saved will amount to less
than 250 MBytes per day. With standard compression techniques and judicious use ofI magnetic tape, approximately two tapes will hold a day of data. Automatic scripts can
also be developed so that If the data overflows the designated disk area, then some of it
can be traasferred to another computer's disk area by use of the local area network. This

would be epewially usdeul ou weekends lu order to keep the operator Intervention of the



data collection process to a minimum.
The result of this operation is the continuous, time-ordered, compressed data which

will be the input to the time segmentation process described in the next section. The only
processing done thus far is just the gathering of the data transmission statistics. The
data on tape will not be in the Center official format. Even the data values are left in the
raw, gain ranged, 16-bit format in order to minimize the length of magnetic tape.

6.1.7. Data Segmentation and Archiving

The data are also collected and analyzed by seismologists in Norway. This involves
passing the data through an event detector, and by beam forming and filtering tech-
niques, a detection and event list is produced. This list is electronically transferred to the
Center using the ARPANET computer network. The whole process takes a few days (3-4
at this writing). By way of example, Figure 6-8 contains part of the list for day 305, 1
November 1985.

The NORESS bulletin contains 80 bytes of text for each detected phase and the lay-
out is as follows:

byte 01-01 detection type: field 01
2 - P phase (unassociated P has LAT/LCN specified

associated P does not include LAT/LON
on this line)

3 - E unidentified secondary phase (not used in
local izat ion)

4 - LG phase (LAT/LEEN not specified)
5 - solution with origin time, region and LAT/LON.

The solution is based on preceding P and LG
phases (line 2 and 4)

byte 02-80 for type 2.3 and 4

byte 02-02 *466* not used ,e~
03-08 arrival date mnddyy field 02
09-09 "*6*0 not used $44"
10-19 arrival time hh.nmtss.d field 03
20-20 6*410 not used 0"*
21-22 WtMESS identification flag (see below) field 04
23-24 eeoc, not used 46446
25-26 phase P.LG or E field 05
27-27 *060e not used $Soo$
28-34 awMlitude, m %tero to peak 9999.99 field 06
35-35 e00ee not used 400e0
36-39 period (seconds) 9.99 field 07
40-40 ese*e not used 000o,



41-44 velocity (ion/sec.) 99.9 field 08
45-45 ***** not used ****
46-50 azimuth (deg.) 999.9 field 09
51-51 ***** not used ***S*

52-56 SNR (signal to noise ratio) STA/LTA 999.9 field 10
57-57 ***** not used *****
58-62 LAT (Latitude) 99.9N field 11
63-63 ,,ee, not used *****
64-69 LON (Longitude) 999.9E field 12
70-70 ***** not used 0****
71-73 Magnitude (not Implemented yet) field 13
74-74 ***** not used ,**,
75-80 detection number from RONAPP field 14

(RONAPP - autanatic processing package)

U byte 02-80 for type 5

byte 02-42 eeoc, not used *Oee,I 03-08 origin date nmnddyy field 02
09-09 ***e$ not used e*eri
10-19 origin time hh,mmss.d field 03
20-22 "0" not used *$***
23-23 NORESS Identification flag (see below) field 04
24-29 eeoee not used *04*e
30-55 region name (not Implemented yet) field 05
56-57 ,,ice not used *eil,
58-62 LAT (Latitude) 99.9N field 06
63-63 ee0"0 not used *o*so
64-69 LON (Longitude) 999.OE field 07
"70-70 COSOC not used *
71-73 Mgnitude (not inplaiented yet) field 08

I7440 ****e not used *coco

Starting on day 293, 20 October 1985, the bulletins based on the real-time proce.sing
of the NORM.SS data are reviewed by an analyst at NORESS. The review process is
essentially a check of the detection information contained In the bulletins against the
plots produced by the event processing, with complete sets of seismograma, beanm, and
FK-spectra. Each detection of types 2 and 40 or regional event solution (type 5) is charac-Uitedsed by the analyst. The notation entered into the bulletin as the ideutification fag
Iaa the following meaning.
Characterization of detection output (column 21):

(1) Acceptable results, as far as can be judged f(rm the output,
(2) PrwoLa•1 y regiodal event, with an undetected phase seen in the plots,
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I
(3) Probably unreliable phase velocity determination, but clearly a signal,

(4) Difficult to judge the detection because of low SNR of the beam,

(5) Local high-frequency noise,
(6) Spike detection,

(7) Communication line problems.

Quality of the FK-spectrum (column 22):

(1) Sharp main peak, possible secondary peaks 7 DB below main peak,
(2) Less sharp main peak, or secondary peaks up to 5 DB below main peak,

(3) Very broad main peak, or secondary peaks up to 3 DB below main peak,

(4) Random FK-spectrum.

Characterization of phase association performance (column 23):
(1) Acceptable phase association, one regional event,

(2) High probability of undetected PN phase, otherwise the solution is correct,
(3) SN has been picked instead of LG (which is also detected), otherwise correct,

(4) One regional event, but probably error in phase association,

(5) Interfering phases, more than one event, at least one regional,
(6) Solution rejected, probably no regional event.

The detection list is the basis of the data segmentation. The amount of data saved
will be based on the type of event: local, regional, and/or teleseilmic as it can be deter-
mined. Segmentation rules can be arbitrary at the outset and then refined by analyst
interaction and verification of the waveform data. The segmentation rules will be played
against the detection list and time segments to be saved are identified. Then any overlaps
in this list can be eliminated so that a continuous set of segments, ordered In time, can be
presented to subsequent software. A day's worth of time segments are matched to the
previously collected continuous data and waveform filea are generated in official Center
format corresponding to thoue start and stop times.

1 8.1.8. Quick Look

When this program is invoked. it causes the last two minutes of data to be extracted
from the current buffer which is part of the data collection. These data, In Center stan-
dard format, are then passed on to the display software. The program must be invoked
from a Tektronix 4014 terminal. The program selects the components to be displayed
according to a preselected list. The list currently contains all of the 25 SPZ components,
provided they are available from the real-time data roll"tion. Components which aro iu1 the delyed aox" will be displayed according to the moat recent delayed time.
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The display generated by this program takes a few minutes to complete. It is
strictly limited by the speed of the asynchronous serial computer connection, the upper
limit of which is 9600 baud. It is possible to increase the speed by the acquisition of a
parallel line connection hardware; however, the intent of this program is to give a cursory
look at the latest incoming data rather than a strict quality control measure.

Louis Huszar

6.2. PDP-11 SYSTEM SOFTWARE

During the last six months, the Center for Seismic Studies continued to develop the
PDP-11/44 system to archive NORESS data. Five major developments included (1)
rewriting the NORESS satellite interface program, (2) writing a DR-11W device driver,
(3) porting the VAX C library, (4) porting the Ritchie C compiler, and (5) rewriting the
TM-1i tape driver. These are described below.

The NORESS data acquisition program was rewritten, following DARPA's request,
to modify the interim format for waveform segments.

A PDP version of the VAX DR-1lW device driver was implemented to interface to
the d/pad software written by SAIC. The driver was integrated into the PDP kernel and
has no difficulty keeping up with the 4Kb/ec NORESS data stream,

As the C library has changed greatly between Version 7 and 4.2 Berkeley Software
Distribution (BSD), the Center ported the VAX C library to simplify moving various
seismological programs between the VAX and PDP machines. The new library also per.
mitted the removal of several system calls and routines from the kernel, since these rou-
tines were Implemented in the libraries. A side effect of the new library we's the signifi-
cant speed-up of many programs, since the C library was completely reimplemented as
part of 4.2 B3SD for the VAX. Several of the new VAX system calls were added as well,
bringing the PDP much closer to 4.3 standards. At the same time, both the PDP kernel
and C library were changed to handle up to 16 8K text overlays, allowing the PDP to run
programs needing up to 102K of text space.

One of the major problems with the PDP system has always been the compiler.
1Both Versions 2.8 and 2.9 had the weak Version 7 compiler, with many known bugs, some
of which could crash the system. The Center ported the Ritchie C compiler to eliminate
these problems, since it has expanded capabilities and an enhanced optimizer. Features of
the compiler also include unsigned bit fields and the ability to handle global structures
with identicaly named elements, as well as much tighter general type checking. The
combination of the new C library and the new compiler has been especlally powerful.
"Recompiling the kernel and various application programs revealed several problems in the
kernel, the networking, and the NORESS programs.

NORESS needed to have multiple tape drives on a single controller as well as a data
rate of 6250 bpi, neither of which the current tape driver could handle. A new driver with
these capabilities was installed and appears to be reliable. The only remaining difficulty
lies in using large (greater than 1K) block sixes. This is thought to be a bandwidth prob-
lem for the UNIWUS ituel. The Center is currently porting much of the 4.3 kernel in an



effort to make the PDP's I/O and device drivers compatible with the VAX, and plans to
install the VAX TM-11 driver sometime this summer.

Keith Bostic

6.3. OTHER SOFTWARE DEVELOPMENT

A number of additional software efforts have been completed to allow Center users
to use other waveform analysis packages such as SAC developed by LLNL, to access and
analyze NORESS high frequency array data, and to upgrade the association process for
seismic events. These are described below:

6.3.1. WSAC, a Program to Convert a Center Standard Database to LLNL3 SAC Format

WSAC converts a Center standard waveform database (version 2.7) to a suite of
files readable by the LLNL waveform analysis program SAC. A Center waveform data-
base contains one wfdisc file; that is, a file with the name db.wfdisc where db is the data-
base prefix. This file contains information about available waveforms, one record perI waveform. Along with the wfdisc file, a Center waveform database contains one or more
wavdorm files with names such as db.l.w, db.2.w, and db.3.w. SAC expects one
waveform per file (not required in Center standard waveform files), with the waveform
index information contained at the beginning of each file. WSAC reads the wfdisc file and
writes out one file for each record in the wfdisc file (one for each waveform). The files
created have names such as db01, db02, and dbO3. The first part of the SAC file name is

Ssimply the database prefix,

This prefix is appended with a two digit number from 01 to 99. SAC has a limit of
99 files, so only the first 99 files of any database will be converted. A cross reference list-
lig is printed on the standard output. It gives old and new file names of the waveforms
along with station, channel, and time information. Table 6.8 is a cross reference between
the Center wfdisc file attributes ond the SAC header variables. SAC headers axe more
robust than Center wfdisc records and as such many defaults (indicated with asterisks)
have to be assumed.I

I
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Table 6-
LLNL Center or default explanation

delta 1.0/smprat samp. interval is inverse of sample rate
* scale 1.0 scale for independent (Y) variable

* b(egin) time-time start time relative to start time, 0.0
e(nd) (nsamp-1) * amprat end time relative to begin time, length

* internall 2.0 LLNL software sets it, so CSS does also
nzyear year year
nzjday day day of year
nzhour lhour hour
nzmin m n minutes
nzsec int(sec) integral seconds

nzmsec (sec-int(sec))*1000. milliseconds
* internal4 6 LLNL software sets it, so CSS does also
* internal5 0 LLNL software sets it, so CSS does also
* interned6 0 LLNL software sets it, so CSS does also

upts numap number of data points
* iftype 1 1 means time series
* idep 6 6 means displacement trace

* itype 9 9 means time given above is begin time
* lpapol TRUE components positive by l.h.r.
*lovrok TRUE ok to overwrite file

katun sta station name
kcmpnm chan component namne
kdatrd adate date data available
kiust instyp instrument type

6.3.3. PRSNRS, a Program to Pars NORESS Bulletlns

NORESS, the state.f-the-art high frequency selsic array in Norway, is providing
the seismnc conmunuity with large quantities of high quality digital data, In order to
manage this data, NORESS also provides a daily log or bulletin of interesting arrivals and
events a detected at NORESS. This bulletin is produced - the RONAPP analysis sys-
"tem at NORESS, a sophisticated program that can filter, beamform, detect, and locate
events. Reproducing the output of the RONAPP system would be costly. Consequently,
to better use the waveforms from NORESS, and to avoid having to duplicate the RON-
DAPP system processing, the Center undertook the task of reading the NORESS bulletins
and converting them to Center standard database files. The NORESS bulletin has
matured over the months with the latest versions being much cleaner and easier to read.

Below is an abbreviated excerpt from a recent bulletin, showing two types of the
records possible, along with the opening and closing lines "++". As stated above, thee
buletirA can contain arrivals at events. Event line. have a "30 in the fint column. The
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I
first one included here shows that on 18 March 1986 at 14:38:5.4 GMT an event in south-
ern NORWAY was detected at NORESS. This event is based on a P and LG arrival at
14:38:36.4 and 14:39:1, respectively. The first two arrivals in the bulletin are not associ-
ated to any event, although the P listed includes a possible latitude and longitude deter-
mined from the array parameters.

I Abbreviated Excerpt from NORESS Bulletin

++ DATE TIME AMP PER VEL AZI SNR LAT LON ML
2 031886 07.12.05.1 Al P 1080.5 0.38 35.4 45.0 24.8 12.9N 144.9E

2 031886 08.21.03.0 C3 LG 492.7 0.14 3&9 218.7 5.1
2 031886 14.38,36.4 Al P 535.1 0.26 6.6 203.2 12.9
4 031886 14,39.01.0 A2 LG 424.1 0.30 3.7 206.6 7.6
5 031886 14.38,05.4 A 535 SOUTHERN NORWAY 59.2N 10.OE 1.4

I+This bulletin, once run through the parser, produces a number of filcs corresponding
to the Center INGRES data base relations.

PRSNRS creates event, origin, arrival, assoc, feature, and counter files and creates
wfreq file when invoked with the -w option. Each event in the bulletin generates one
record in the event and origin files,. Each wociated arrival generates a record in the
assoc file. Each arrival generates a record in the arrival file and each unassociated P
arrival generates a feature record. The following shows the contenta of the files produced
by the short bulletin.

Parsed Equivalent of the Earlier NOR=SS Bulletin

3 Event Mie:
1 1 1I

1 51,60 S1160"5.400 59.2000 10.0000 o.oooo -. 0 -1.00 1.50-1
2 -1 -1 41 -1 -M9.0000 1 15~536 so - NORtESS.

N~~flE~~SS ~IM j A?4A-At SOUTIM1N NRA

I
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Assoc file:

3 1 -1.000 P -1,000 -1.000 -999.000 a -1.000 -999.0C
SjDPX=830

4 -1 -1.000 LO -1.000 -1.0 -999.000 a-1.000 -999.00

IDPX-830,

Arrival file:

198607'1 511513925.100 NRAO be + P 1080.5 0.38-999.00
-1.0 45.00 3.14 -1,00 -1.00 - 1 1. -1 -1 NORESS.1

I ANA-AIJ SNR-24.81 DPX-8295

1986077 511518003.00 NRAO ba + LG - 492.7 0.14 -999.00
-1.0 218.70 28.51 -1.00 -1.00 3 2 2 -1 4- NOESS.1

IANACSJ SNR-S.41DPX-u830

1986077 511540716.400 NRAO ha + P' 635.1 0.28 -999.00
A.0 203.20 10.85 -1.00 -1.00 .3 3- -1 -1 NORESS.1

.. ANA-AIJ SNR-124. DPx---,2j

1986077 511540741.00OoNRAO b + LO 424.1 0.30o-999.00
-1.0 -2008*0 30.05 -1.00 -.1.00- 4 3 -1 -1 NORMESS

I ANA-A23 SNR'T.t4DPX4ZO44

F eatur file;

1 -999.00 -999.00 -999.00 499.00 -1.00"00 -1.00000 -1.00000 -110
"0000 -1.00000 -1.00000 NORESS. XML - 12.9000 14449K00

o000o0 siial0.652 • $986077 210 17.

Wfreq records, whe-n requested, -ae. gonerated for each unassociated arival and for
each event. In fonerating W&¶idort sgients for unasmoiated arrivals, data (tom 60 "
' Conds before the arrival time to 180 seconds after are saved frtw the short. and mid-
period channels. Lae portions of- the LP are saved (roin I hout before the arrival time
to 2 houts after the time. Pot devtated events and their associated arrivals, the procedure
is more wcmplex. Since P is the ealieat arrival, the up and mnp waveform windows start
60 seconds befote the P axrtral time. The last asstocited arrival time is used to fin the
end of the window4 Twice the last arrival time minus the P arrival titne is saved along
with the 60 seconds before the P arrival time. If this number is smaller than 240, thea
240 is used. The LP procedures for events are the saw as for wmrssocisted arrivasb.

6.3". Work on th. Content and Format of the NORHES glulleu.

Two major types.of data ate &vailable (tom the naw NORESS array ia Norway. The
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first type of data is the waveforms themselves. The second is the bulletin produced by the
RONAPP processing system and the analysts reviewing its output. The original format
of the NORESS bulletin was mostly complete, but lacked some features that could make
it easier to process. The list below shows some records from an early NORESS bulletin.I The records that begin with 5 are event records and the records that begins with 2 are
arrival records. The early event records show no geographic region numbers or geographic
names. Also, on occasion, the ML would overflow its field. The early arrival records also

* had problems with field widths, with the AMP, SNR, and ML fields all overflowing on
occasion.

The AMP, VEL, SNR, and ML fields would also occasionally'run into the space that
separated them from the previous field. Another problem not apparent from this example
Is the iack of any clear delimiter indicating when the bulletin starts zad when it ends.

I Early NORESS Bulletin

DATE TIME AMP PER VEL AZI StIl. MT ION M-
6 0308 610,24.0 NMR -754 33,3E, 2.6
2 03085 6.4313.5 "NES P 2..:z245 j, :..0 . ,60 121.0 0 --50* 3,
"s st"Ss a.t. 4.8 4R .. 387WN .. ""8...

21"S 0. 2,:: Z NRS P .136, 6 o:- s4 •- .W :

3 U 20,28,34.4 M G 60&6 4.U
.. 8.2•9-5 1126.19.6 5 .iS P K3 4 2 "" 0..

1 51.85 0.40.0 t$l P . 44W 0.82, MO.." 0.0 . .21... 1 .4W 04..

ln otdrr to fcArt th6ewpvoblea. the ýthangfee t d ,.a w .w hza•.. 'e next -k
"ecerpt, contains two zgsordg fromi the *iwtpa buli10ln. &isWC "$~IOU number andi ow".t
. : .are now InOvad . -04 w " w h " t t.

!I put -v bhen made wemre adabk bhy the iaserton of lad- i- s in In* the time' f~it when
v.luata-•. ts., tEa . Aded c aa eenx • ded ito e. theoftwre to vft a•t:h ..
tone ot the f~ieds Oiove utaw ito hesapu* aeparatp sh lId froni the pr#iotwir fld' Th~

aeian dtaIsnow &46WImdb double: plus signs befort. "d aIer sal autoweltkc

isrocoe'stgo i. Otniiutletn i6er n-awat, Lnyt Iy sayst Coinit ~At* ha4rt: rl0 d M t"h4Oe' OeIC

II vhataOthacoaditionsestlmnpsmce exst.

I' ~~~IS 4-Df 4AM flVa U' StV l LA? LON 4
S ' '0 108 1.tS4 ~A $3& ff1fl OWt f3N-104I'030" :::" COS' 109. GA ". W- 2%I -:.:i" 144:s.9

• . ":;,,.:1 031 913& U -P WW. :. 3$4 4& 2" •M HOE

• I:: " ..... +:-:A•t _ ••: • V -••. 4 * • " •..

I'• :;..-:.•": .. •.s;• 'A • • • •Oa•*/:- '•- •o, ,•. • . .)':



8.3.4. AMRGO, a Programn to Compare Origin I4,t In Space and Time

MERGO is a program that compares event solutions (hereafter called origins) gen-
erated by the autom&tic association program AA that are close in space and time..
Currently the AA program tries to identify these "twins" with either user-specified or
default values for the allowable time and distance differences. MERGO has two major
feature3 in processing .ani origin list. One feature is that the qutput of an AA program
might have some undetected split events which should actually be raerged into one.
MERGO would help identify these origins, Secondly, origin lists from different organiza-
tions frequently must be compared and merged, and MERGO is well suited for this. The
Center database standard allows multiple alternate solutions for an event location.
MERGO attempts to~group origins it deeM19 the "same" under one event heading.

MERGO has a simple rlgorithm that .looks, for origins close in time and then checks
to see if the latitude and longitud -e differ within ýspecified limits. If the origins pass all
these tests, they are declared to be the same events. MERCO can create an 'event file for
a given origin file. It can also reassign avids end. ends. Both of these options mAke it a
useful tool for database *building. MERGO a"s elves some indication of the depth-
differencotivie-difference ratiot wbi1ch can be 'us-eful 'a deter' ining if the two events are
likely raislocated versions of the other-. If this ratio is between 10 to 20km/sec, then one
cav. assume some depth/time trade off has happeaed -in theý location of One Of. the ofigins,

Included hor 13 an excerpt froin the manual. page for MERGO.

- usage: Mergo P pefx(.J 4 ime tol 1.1 tat/Ion tOI (A. f-oJ 1-

where;
-pjrfxspeci te the datnb~ss prefix, if none origin file

in resA f~rom the staudaid in and output'i on stwastdaout..
-e tciiesreaingas wello a.WrItlu the counter rite.

4 4tIinetol fixse the miexlrum allowedl origin time diffortnte..
4 14,/lm tol fixes the ruatitmum),%6ttude/Iongitude differece.

*-4 fiditates that the evid's are to be fixed,
i-o in tlictto that th oid'n awe to be mwsiass cd4

itidkl~es tha tbV4 vdIV Wt to b &eaiue.

Michael Tibdzto

6..DATABASP,04YEVLOPMENT

lit Center for Seimic Swudle currently aintains or is preparing mnany databases.
omef thsdastabases rtproeset a c lpete act of Infomto osoetPe and h

cw'xtets art rixed. Oihtts arm undugolug deveioprrimt ona continuousbssa new data
%44 'W"e type are at the. C-eatur. Aa advantag, dtat the Center ellen to users is tha
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ability to retrýeve windowed waveforn. segments containing selected events, selected

I'• phases, or selected times upon requzet. These segments are Al in a standard format and
contain complete identification and calibration information. Most of the waveform data
reside on tape, due to their size, but indices to them are on-line and a-,cess to the

" waveforms is fairly rapid (depending on cc.nputer loads).
The database structure at the Center is described in Center Report 85-001 (Center

for Seismic Studies, 1985). The database management system can be thought of as a col-
lection of tables and a software system for manipulating them. The data management
language is called QUEV (QUEry Language), and it is supported by the INGRES rela-
tional Oatabase management system. Information on this system is contains in theI INGRES reference manual and in two general documents available through the Center, A
Tutorl on NGRES by Robert Epstein, and Tutorial on the Center for Seismic Studies
"Datebo.ea by Jon Berger. Additional information can be found in Accessing Seismic Data
at the Center for Seismic Studies (Lees, 1985) which is available from the Center.

Primary emphasis in the Center program is now shifting toward developing the3 capability to conduct advanced research. This will be done by using the various data-
bases together with software tools designed to create a fricndly interface between the user

- .and the computers used for data retrieval. To accomplish this while providing computing
and database management services to other contractors in the DARPA program will

- require some reordering of prioritie., reallocation of available facilities, and development
of new softwa...

6.4.2. Scripts to Access the Databases

3" As desribed by Lees (1985), a number of scripts have been written at the Center to
help users who are unfamiliar with INGRES find and retrieve data from the databases.
For example, a script helpdb identifies the types of databases available at the CenterI (digital waveforms, alphanumeric data, film data), Through a series of queries and user
responses, it takes the user to deeper levels of the script, finally accessing particular data-
basse through INGRES to retrieve a list of data available for the event or events of par-I ticular intarest. Figure 6.4 is a diagram showing the helpdb script and Its relationship to
integrated and separate databases. Once the user knows which database has pointers to
the waveforms or other type of data needed, other s"xpts are available to create the files
to dearchive the data from tape.

6.4.3. Status of Database Development as of 31 December 1985

Within the database management program highest priority during the second half of3 1985 was directed toward continuing the collection and archiving of waveform data being
received on a daiy basis at the Center. High priority during 1986 will be given to collec-
tion of continuous data from the NORESS array and new high frequency data from NOR-
SAR, creation of an Integrated explosion database, collecting and archiving instrument

responses for all waveform data available at the Center, and responding to user requests
for data. Lower priority will be given to expanding or creating other databases, and in
some cases the Center staff will simply be coordinating the creation of special databases
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I
by contractors outside the Center. The status of official Center databases as of 31
December 1985 was:

3 GDSN: Complete for the per;od 1 January 1976 to 12 October 1985.

RSTN: Currently in two archives - one compiled from SCARS tapes received from
Sandia National Laboratories and the other from on-line data received via satellite
transmission at the Center. The first of these databases contained 192 days of data
for 1932, 364 days for 1983, and 109 days for 1984. The second database contained
data for 208 days in 1984 and was complete for 1985.

NORSAR: Contained waveform segments for 11 events.

I NORESS: Contained NORESS data for four days, plus waveforms for 143 events
recorded by the prototype array during 1983.

I hdwwasn: Had hand-digitized WWSSN recordings for 108 events fo. the period 1983
- 1981.

I WAKE: Had Wake Wland hydrophone database waveform segments fw 2,530 events
for the period 8 September 1982 - 15 August 1984.

subset: Contained waveform segments from the Geneva arrays (WMO, DMO, TFO,
UBO) for 29 events in 1966.

i Catalogs: The "arrival" database contained readings and origin information received
'from the NEIS, Canadian Seismic Network, United Kingdom, Yellowknife array,3 and information received oier the WMO telecommunication network.. It was com.
plete for the period 16 May 1982 - 29 December 1985 at the end of this reporting
period. Detector and post-detector lists for the on-line MSTN data were complete
for the periods sivrn above for the waveforms. Origins reported bh the worldwide
epicenter ("wweo) by AFTAC were complete tov 15 October 1984 - 15 December

1984. The "events" database (origins from ISC and NEIS) was complete through 1
L~ftember 198. Several regional catalogs have been or ate being added to the data-

Richard lBawnstark
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